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Summary

Modelling the Earth’s static and time-varying gravity field using a
combination of GRACE and GOCE data The main focus of the thesis
is modelling the static and time-varying parts of the Earth’s gravity field at
the global scale based on data acquired by the Gravity Recovery And Climate
Experiment (GRACE) and Gravity field and steady-state Ocean Circulation
Explorer (GOCE). In addition, a new methodology is proposed to validate
global static gravity field models. Furthermore, the added value of GOCE
data to the static and time-varying gravity field retrieval is assessed. Finally,
low-frequency noise in GRACE observables derived from its K-band ranging
(KBR) data is studied and a new way to cope with it is proposed.

GRACE/GOCE global static gravity field modelling: DGM-1S A
new global static gravity field model entitled DGM-1S (Delft Gravity Model,
release 1, Satellite-only) is computed by a statistically optimal combination
of GRACE and GOCE data. The model is based on seven years of GRACE
KBR data, four years of GRACE satellites’ kinematic orbits, 14 months of
GOCE kinematic orbits, and 10 months of GOCE Satellite Gravity Gradiom-
etry (SGG) data. Kinematic orbit and KBR data are processed with a variant
of the acceleration approach, in which these data are respectively transformed
into “three-dimensional (3-D) average acceleration vectors” and “range com-
binations” (≈ inter-satellite accelerations) with a three-point differentiation.
Gravity gradients are processed in the instrument frame. Stochastic models of
data noise are built with an auto-regressive moving-average (ARMA) process.
The usage of ARMA models ensures that (i) coloured noise in data is appropri-
ately dealt with; and (ii) data are combined in a statistically optimal manner.
DGM-1S is compiled up to spherical harmonic degree 250 with a Kaula regu-
larization applied above degree 179. It is found that (a) the usage of GOCE
kinematic orbits may not lead to an improvement of a static gravity field
model if GRACE data and GOCE gravity gradients are already incorporated;
and (b) GOCE gravity gradients manifest their contribution in a combined
GRACE/GOCE model above degree 150. For the purpose of an assessment,
the DGM-1S, GOCO01S, EIGEN-6S (only its static part), and GOCO02S
geoid models are used to compute the corresponding oceanic mean dynamic
topography models by subtracting the DNSC08 mean sea surface model. The
results are confronted with the state-of-the-art CNES-CLS09 mean dynamic
topography model, which shows the best agreement for DGM-1S. Further-
more, the test suggests that the GRACE/GOCE satellite-only models are
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influenced by a relatively strong high-frequency noise above degree 200. In
addition, the test indicates that problems still seem to exist in satellite-only
GRACE/GOCE models over the Pacific ocean, where considerable deviations
of these models from EGM2008 are detected.

Validating global static gravity field models: quantifying GOCE mis-
sion’s added value and inspecting data combination optimality in
models produced with surface data The ability of satellite gravimetry
data to validate global static gravity field models is studied. Two types of
control data are considered: GRACE KBR data and GOCE gravity gradients.
The validation is based on an analysis of misfits computed as differences be-
tween data observed and those computed with a force model that includes,
in particular, a static gravity field model to be assessed. Only “indepen-
dent” data are used in the model validation, i.e., those that were not used
in the production of models under assessment. The methodology is applied
to eight models: EGM2008 (truncated at degree 250), EIGEN-6C (only its
static part and truncated at degree 250), two GRACE-only models (ITG-
Grace03 and ITG-Grace2010s), and four GRACE/GOCE models: GOCO01S,
EIGEN-6S (only its static part), GOCO02S, and DGM-1S. The validation
shows that independent data of both types allow a difference in performance
of the models to be observed, despite the fact that the duration of these data
is much shorter than that of data used to produce those models. The KBR
and SGG control data demonstrate relatively high inaccuracies of EGM2008
in 5 – 22 mHz (27 – 120 cycles-per-revolution, cpr) and 10 – 28 mHz (54 –
150 cpr) frequency ranges, respectively. The latter data also reveal inaccu-
racies of ITG-Grace2010s in 25 – 37 mHz (135 – 200 cpr) frequency range.
The validation in the spatial domain shows that EGM2008 performs weaker
than the GRACE/GOCE models. Considering root mean square (RMS) mis-
fits related to the zz gravity gradient component (with z being the nadir axis
of the instrument frame), the performance difference in the continental areas
poorly covered by terrestrial gravimetry data (Himalayas, South America, and
Equatorial Africa) is 76 – 83 %. This difference is explained mostly by a loss
of information content of ITG-Grace03 when it was combined with terrestrial
gravimetry/satellite altimetry data to produce EGM2008. Furthermore, the
revealed performance differences are 4 – 16 % in the continental areas well cov-
ered by those data (Australia, North Eurasia, and North America) and 11 %
in the world’s oceans. These differences are related to the GOCE mission’s
added value to the static gravity field retrieval. It is shown that EIGEN-6C
also suffers from a loss of information during data combination, but in a much
less pronounced manner. In South America, for instance, this model is found
to perform poorer than its satellite-only counterpart, i.e., EIGEN-6S, by only
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12 %. The GRACE/GOCE models show in the poorly surveyed continental ar-
eas a higher accuracy than ITG-Grace2010s: by 23 – 36 %, which is attributed
to the GOCE mission’s added value. The quantified added value is shown to
be almost entirely related to the coefficients below degree 200. DGM-1S and
GOCO02S show an almost similar performance against GOCE control gravity
gradients. Nevertheless, the former model shows a slightly better agreement
with KBR control data. Both models agree with control data of both types
better than EIGEN-6S.

Assessing GOCE mission’s added value to time-varying gravity field
modelling Temporal gravity field variations recovered from KBR data suf-
fer, among others, from a limited spatial resolution and a relatively low ac-
curacy of the East-West changes. I investigate whether a retrieval of these
variations can be improved by incorporating GOCE data. To that end, I com-
pare monthly solutions up to degree 120 computed (i) from KBR data alone
and (ii) using a statistically optimal combination of KBR data with GOCE
kinematic orbit and gravity gradients. The impact of GOCE data is analysed
in the context of unconstrained solutions and after an optimal anisotropic fil-
tering. This impact in these two cases is found to be radically different. In
the case of unconstrained solutions, a usage of GOCE data allows the noise
in these solutions to be reduced by 1 – 2 orders of magnitude. I demonstrate,
however, that this reduction is a stabilization effect and is not driven by the
information content in GOCE data. In the case of the filtered solutions, the
impact stays, in average, at sub-millimeter level in terms of equivalent water
heights. This is below the GRACE noise level. The peak impacts reach about
1 cm. This holds true for the combined impact of GOCE kinematic orbit data
and gravity gradients as well as for the impact of these data types individually.
Relatively, the peak impacts do not exceed 5 – 7 % of the signal amplitude,
because they always occur at locations where the time-varying gravity field
signal is strong. Nevertheless, I refrain from concluding that added value of
GOCE data to the retrieval of temporal gravity changes is always negligible.
A number of scenarios are discussed, in which the impact of GOCE data may
exceed the level quantified in the study presented.

GRACE global time-varying gravity field modelling: DMT-2 The
Delft Mass Transport model, release 2 (DMT-2), similar to its predecessor,
i.e., DMT-1, is produced from KBR data. The model consists of a time se-
ries of 94 monthly solutions (February 2003 – December 2010). Each solution
consists of spherical harmonic coefficients up to degree 120 with respect to
DGM-1S. Both unconstrained and optimally filtered solutions are produced.
The improvements applied in the production of this new model as compared
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to its predecessor are usage of: (i) an improved estimation and elimination of
the low-frequency noise in residual range combinations, so that strong mass
transport signals are not damped; (ii) an improved frequency-dependent data
weighting, which allows statistically optimal solutions to be compiled; (iii)
release 2 of GRACE level-1B data; (iv) a recent a priori static gravity field
model, i.e., DGM-1S; (v) release 5 of the AOD1B model of non-tidal mass
re-distribution in the atmosphere and ocean; (vi) the recent ocean tide model
EOT11a; and (vii) an improved calibration scheme of the satellites’ accelerom-
eters. It is shown that DMT-2 substantially outperforms its predecessor in
terms of spatial resolution, which is proven to be mainly associated with the
usage of a more advanced frequency-dependent data weighting. Furthermore,
it is confirmed that the usage of release 2 of GRACE level-1B data leads to an
elimination of the East-West artifacts. Finally, it is shown that choosing the
maximum spherical harmonic degree lower than 120 in the context of monthly
gravity field modelling could lead to an underestimation of the signal ampli-
tude and the presence of the so-called “Gibbs” phenomenon in the vicinity of
areas with strong mass variations. However, the higher spatial resolution of
models produced up to degree 120 is almost entirely attributed to the opti-
mal filtering and is not driven by the information content in unconstrained
spherical harmonic coefficients.

The contributions of the thesis The primary contributions of this thesis
are as follows:

1. Computing new global static gravity models of a competitive quality.

2. Development of a new methodology to validate global static gravity field
models.

3. Quantification of the GOCE mission’s added value to the static and
time-varying gravity field modelling.

4. Inspection of data combination optimality in models produced with
satellite gravimetry and surface data. This paves the way to developing
better strategies to combine satellite and surface gravimetry data in the
production of future models.

5. Computing a new GRACE time-varying gravity field model, DMT-2.

6. Demonstrating the importance of an accurate computation and a proper
exploitation of stochastic models of noise in satellite gravimetry data in
the context of global gravity field modelling.

7. Identifying the origin of low-frequency noise in GRACE KBR-based ob-
servables and proposing a new way to cope with it.
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1 Introduction

1.1 Background and motivations

The accurate modelling of the static (i.e., long-term mean) and time-varying
parts of the Earth’s gravity field at the global scale is essential for a variety of
vastly inter-connected applications. Global static gravity field models greatly
contribute to, e.g., geoid computation (Rapp, 1997; Rapp and Jekeli, 1980;
Rummel, 1980; Wittwer, 2009), height datum unification (Jekeli, 2000; Gatti
et al., 2013; Gerlach and Rummel, 2013), geoid’s gravity potential value es-
timation (Burša et al., 1997, 2007; Nesvorný and Šíma, 1994), satellite orbit
determination (Schutz et al., 1994; Scharroo and Visser, 1998; Perosanz et al.,
1997), studying the Earth’s inner density structure (Chao, 2005; Ricard et al.,
2006; Braitenberg and Ebbing, 2009), and studying the oceanic circulations
(Andersen and Knudsen, 2009; Gourdeau et al., 2003; Knudsen et al., 2011;
Rio and Hernandez, 2004). Global time-varying gravity field models play an
important role in quantifying and monitoring large scale mass transport in
the Earth’s system, which is mainly associated with earthquakes (Han et al.,
2006, 2011), accumulation and depletion of continental water stocks (Wahr et
al., 1998; Swenson et al., 2003; Klees et al., 2007, 2008a), postglacial rebound
(van der Wal et al., 2008), ocean tides (Han et al., 2005), ice mass loss in
the polar areas (Luthcke et al., 2006; Wouters et al., 2008; Baur and Sneeuw,
2011; Siemes et al., 2013), and the subsequent sea level rise (Bamber et al.,
2009).

1.1.1 Static gravity field

An accurate determination of the Earth’s gravity field at the global scale
requires globally and homogeneously distributed gravity measurements. This
can only be achieved by satellite gravimetry missions. Three dedicated satellite
gravity field missions have been launched since 2000: CHAMP, GRACE, and
GOCE.

CHAMP One of the main objectives of the CHAllenging Minisatellite Pay-
load (Reigber et al., 1996, 1999) satellite mission was to improve the
knowledge about the static part of the gravity field. The mission, which
lasted from July 2000 till September 2010, was carried out by a satel-
lite entered an orbit with an initial altitude of about 454 km. It was
equipped with a geodetic-quality receiver to collect measurements of the
Global Positioning System (GPS), namely, GPS code and carrier phase
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measurements. These measurements are often referred to as so-called
“Satellite-to-Satellite Tracking (SST)” data in the “high-low” mode.
They are typically converted into time-series of three-dimensional (3-D)
satellite positions called “kinematic orbit” (e.g., Bock et al., 2007). The
CHAMP satellite was also equipped with a three-axis accelerometer to
measure non-gravitational accelerations, which are caused by, e.g., atmo-
spheric drag and solar radiation. These accelerations were measured in a
satellite-fixed frame, whose orientation with respect to the celestial ref-
erence frame was obtained by the on-board attitude control system. The
influence of these accelerations onto orbital perturbations is unwanted in
the gravity field retrieval and, therefore, must be corrected for. High-low
SST data (i.e., GPS code and carrier phase measurements) can be used
either directly for the gravity field modelling (e.g., Reigber et al., 2002,
2003) or subsequent to a transformation into a kinematic orbit (e.g.,
Ditmar et al., 2006; Jäggi et al., 2011). Numerous global static gravity
field models have been produced in this way. Examples are EIGEN-1
(Reigber et al., 2002), EIGEN-2 (Reigber et al., 2003), TUM-1S (Ger-
lach et al., 2003), EIGEN-CHAMP03S (Reigber et al., 2004), TUM-
2Sp (Földváry et al., 2005), ITG_Champ01 (Mayer-Gürr et al., 2005),
DEOS_CHAMP-01C (Ditmar et al., 2006), AIUB-CHAMP01S (Prange
et al., 2008), and EIGEN-CHAMP05S (Flechtner et al., 2010). All these
models are fully based on CHAMP data and resolve the gravity field
up to spherical harmonic degree 60 – 150, which corresponds to spatial
scales of 335 – 135 km half wavelength. The recent CHAMP-only mod-
els, e.g., EIGEN-CHAMP05S, demonstrate an accuracy of about 6 cm in
terms of cumulative geoid heights up to degree 70 (i.e., at spatial scale of
about 285 km half wavelength). This accuracy is about six times better
than that of the earlier state-of-the-art models, e.g., EGM96 (Lemoine
et al., 1998).

GRACE The global modelling of the gravity field is the main objective of
the Gravity Recovery And Climate Experiment satellite mission (Tapley
et al., 2004a,b). This mission, launched in March 2002, consists of two
identical satellites co-orbiting with an along-track separation of about
220 km at an altitude of below 500 km in a near polar orbit with an
inclination of 89.5◦. Their primary scientific payload is a K-Band Rang-
ing (KBR) system, which measures the inter-satellite distance variations
with a precision of a few microns. These measurements, however, do
not contain information about the actual inter-satellite ranges due to an
arbitrary bias, which is a consequence of phase ambiguities. Such data
are often referred to as SST data in “low-low” mode. Furthermore, the
GRACE satellites acquire GPS data using geodetic-quality receivers. In
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addition, the satellites are equipped with accelerometers to measure non-
gravitational accelerations. They obtain their attitudes with respect to
the celestial reference frame with the on-board star cameras. The data
delivered by the GRACE mission have substantially contributed to re-
covery of the static part of the gravity field up to approximately degree
150 (i.e., spatial scales larger than 135 km half wavelength). Exemplar-
ily, I refer to a few of the most recent models produced based solely (or
mainly) on these data: GGM02S (Tapley et al., 2005), EIGEN-GL04S1
(Förste et al., 2008a), ITG-Grace03 (Mayer-Gürr, 2006; Mayer-Gürr et
al., 2010a), EIGEN-5S (Förste et al., 2008b), GGM03S (Tapley et al.,
2007), AIUB-GRACE02S (Jäggi et al., 2009, 2012), ITG-Grace2010s
(Mayer-Gürr et al., 2010a,b), and AIUB-GRACE03S (Beutler et al.,
2011), which are complete to degree 150 – 180. The latest GRACE-
only models, e.g., ITG-Grace2010s, are shown to be of an accuracy of 3
– 4 cm and 4 – 5 cm in terms of cumulative geoid heights up to degree 70
and 150, respectively (Gruber et al., 2011). The accuracy achieved up to
degree 70 is almost two times better than that of the latest CHAMP-only
models, e.g., EIGEN-CHAMP05S.

GOCE The Gravity field and steady-state Ocean Circulation Explorer satel-
lite mission (Drinkwater et al., 2003; Floberghagen et al., 2011) was de-
signed exclusively to deliver global static gravity field models of a high
accuracy and spatial resolution: 1 – 2 cm in terms of geoid heights at
a spatial scale of 100 km half wavelength, i.e., up to spherical harmonic
degree 200. The GOCE satellite was launched in March 2009 into a
sun-synchronous orbit with an inclination of 96.7◦. The satellite reached
an altitude of 254.9 km after a few months. Its primary measurements
are accelerations obtained with three pairs of three-axis accelerometers
located at three mutually orthogonal axes forming a three-axis gra-
diometer (e.g., Müller, 2003). These measurements are dealt with in
two different modes, namely, so-called “common mode” and “differential
mode”, in which measurements belonging to one pair of accelerometers
are summed up and subtracted, respectively. The former operation pro-
vides non-gravitational satellite accelerations, which are then fed to the
on-board drag-free control system for a real-time compensation for the
effects of along-track non-gravitational forces. This enables the satellite
to maintain itself at such an extraordinary low altitude. The differ-
ential mode operation yields the second order (spatial) derivatives of
the gravitational potential plus the contribution of the satellite’s rota-
tion. The latter effect is unwanted in the gravity field retrieval and,
therefore, must be corrected for. The measurements of the second order
derivatives of the gravitational potential are often referred to as “Satel-
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lite Gravity Gradiometry (SGG)” data, a collection of which at a given
measurement epoch forms a matrix known as the gravity gradient tensor.
This tensor is measured in a gradiometer-fixed frame, whose orientation
with respect to the celestial reference frame is acquired with an atti-
tude determination system. These measurements are most accurate in
the frequency range 5 – 100 mHz, which is known as the measurement
frequency band (e.g., Rummel et al., 2011). They are the main input
for the GOCE-based gravity field modelling. In addition, the GOCE
satellite acquires GPS data with a high-quality receiver. On the basis
of the acquired gravity gradients and GPS measurements, a number of
global static gravity field models have been computed. The latest ones
based solely on GOCE data are GO_CONS_GCF_2_TIM_R4 (Pail
et al., 2010a, 2011), GO_CONS_GCF_2_DIR_R2 (Bruinsma et al.,
2010a), GO_CONS_GCF_2_SPW_R2 (Migliaccio et al., 2011), and
ITG-Goce02 (Schall et al., 2013). They resolve the static gravity field
up to degree 240 – 250, i.e., signals at spatial scales larger than 85 –
80 km half wavelength. The accuracy achieved so far, e.g., in the case of
GO_CONS_GCF_2_TIM_R2, is about 5 cm up to spherical harmonic
degree 160 in terms of cumulative geoid heights (Gruber et al., 2011).
This is by about 15 % better than that of the latest GRACE-only mod-
els, e.g., ITG-Grace2010s, but still not in line with the GOCE mission
objectives. Nevertheless, the mission is still operational and keeps col-
lecting new measurements. An incorporation of the new measurements
collected before the end of 2012 will presumably improve the models to
such an extent that the mission objective will be met (Fehringer et al.,
2012).

The GRACE KBR data and GOCE gravity gradients are nowadays the pri-
mary sources of information in the global static gravity field modelling. They
complement each other in a number of ways. GOCE gravity gradients provide
a higher sensitivity to signals at small spatial scales. Therefore, they allow
models of a higher spatial resolution to be computed. Furthermore, KBR
data are characterized by an anisotropic sensitivity, i.e., their signal content is
mostly limited to the along-track (almost the North-South) gravity field vari-
ations. Therefore, an unconstrained model based solely on these data suffers
from a poor estimation of sectorial and near-sectorial coefficients. This limi-
tation leads to along-track artifacts, so-called “stripes”, in the spatial domain.
On the contrary, SGG measurements are isotropic. They provide information
about the gravity field spatial variations in all directions. Thus, along-track
stripes in a GRACE-only unconstrained model may be mitigated by employing
GOCE gravity gradients in a combined modelling. On the other hand, SGG
data are contaminated by an increased noise at the frequencies below 5 mHz,
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i.e., the lower bound of the measurement frequency band. This noise is caused
primarily by the sensor noise and secondarily by inaccuracies in the satellite’s
attitude data, which are used to compute and remove the terms related to
the frame rotation in the differential mode operation (Rummel et al., 2011).
Given the satellite’s orbital revolution time, i.e., nearly 1.5 hours, this corre-
sponds to 5400 s × 0.005 Hz ≈ 27 cycles-per-revolution (cpr) frequency. The
range limited by this frequency comprises all signals associated with coeffi-
cients of degree 27 and less. This implies that GOCE gravity gradients cannot
be used for determining coefficients below degree 27, i.e., signals at spatial
scales larger than 745 km half wavelength. On the other hand, KBR data are
extremely sensitive to signals at low degrees and, therefore, substantially con-
tribute to an accurate retrieval of such large-scale features. In addition, due to
its orbital inclination, the GOCE satellite’s spatial coverage suffers from the
1500 km wide (in diameter) polar gaps, which lead to a numerical instability in
a stand-alone processing of its measurements. This problem manifests itself in
a poor estimation of zonal and near-zonal coefficients up to the highest max-
imum degree (e.g., van Gelderen and Koop, 1997). In contrast, the GRACE
configuration does not suffer from a polar gap problem as much due to its
nearly polar orbit. Given a high ability of KBR data to retrieve coefficients
up to degree 150 – 180, this problem for zonal coefficients of at least these
degrees can be fixed by using KBR data in conjunction with GOCE gravity
gradients. Finally, GRACE KBR data and GOCE gravity gradients both show
a high sensitivity in the frequency range 10 – 22 mHz or 54 – 119 cpr (Farahani
et al., 2013a), which corresponds to signals at spatial scales of 370 – 170 km
half wavelength. This implies that a statistically optimal combination of data
of the two types naturally increases the accuracy and reliability of models at
these spatial scales. These mutual benefits trigger a need to compile static
gravity field models using GRACE KBR and GOCE SGG data, jointly. Six
satellite-only models of this kind have been presented so far: GOCO01S (Pail
et al., 2010b), GOCO02S (Goiginger et al., 2011), EIGEN-6S (Förste et al.,
2011), GOCO03S (Mayer-Gürr et al., 2012), GO_CONS_GCF_2_DIR_R3,
and GO_CONS_GCF_2_DIR_R4 (Bruinsma et al., 2010a), which represent
the static part of the gravity field up to degree 224 – 260. EIGEN-6S describes
the time-varying part, too (with a bias, linear trend, annual and semi-annual
sinusoidal terms up to degree 50).
Generally speaking, a physical model prior to its usage has to be validated.
A global static gravity field model is not an exception. Nevertheless, the
high accuracy of the new models makes their validation a challenging task.
There are a number of ways that have been traditionally used for that pur-
pose based on different sets of control data: (i) applying a model to com-
pute satellite orbit parameters, which are then confronted with Satellite Laser
Ranging (SLR) and/or on-board GPS measurements (e.g., Visser et al., 2009;
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Gruber et al., 2011); (ii) synthesis of gravity anomalies or deflections of the
vertical at the Earth’s surface with a subsequent comparison of them with ter-
restrial gravimetry or astro-geodetic measurements, respectively (e.g., Hirt et
al., 2011; Ihde et al., 2010); (iii) usage of a model to compute the geoid height
differences between various locations with a subsequent comparison of the re-
sults with GPS/levelling derived geoid values (e.g., Gruber, 2009; Gruber et
al., 2011); and (iv) synthesis of the oceanic mean dynamic topography and/or
of geostrophic velocities of the oceanic currents with a subsequent comparison
with an independent, i.e, oceanographic, model of the mean dynamic topogra-
phy or in situ measurements of geostrophic velocities, respectively (e.g., Gru-
ber, 2009; Farahani et al., 2013b). Unfortunately, these validation techniques
are not free of certain limitations. Firstly, the accuracy of the new combined
GRACE/GOCE models is so high that an assessment of them using control
SLR- and/or GPS-based satellite orbit data mostly reveals errors in those
data, so that different models may demonstrate a very similar performance.
Secondly, the control data mentioned above, except for those collected by on-
board GPS receivers, are not globally distributed, which makes the validation
results obtained on their basis insufficiently representative. Thirdly, due to the
spectral distribution of signal versus that of noise in the control data stated
above, their frequency content is practically limited either to very low degrees
or to very high degrees. That is, satellite orbit data are only sensitive to low-
degree spherical harmonic coefficients, whereas the other types of control data
stated above are primarily sensitive to high-degree coefficients. These limi-
tations necessitate developing new methodologies for validating global static
gravity field models.

1.1.2 Time-varying gravity field

The GRACE KBR data have also enabled research centres to produce global
time-varying gravity field models with an unprecedented accuracy and spatial
resolution. Numerous models of this type have been produced. They are com-
plete to degree 60 – 120, which corresponds to signals at spatial scales larger
than 500 – 165 km half wavelength (e.g., Bettadpur, 2007, 2012; Flechtner,
2007a; Watkin and Ning, 2007; Kurtenbach et al., 2009; Dahle et al., 2012;
Bruinsma et al., 2010b; Liu, 2008; Liu et al., 2010; Mayer-Gürr et al., 2010a,b;
Meyer et al., 2012; Watkin and Ning, 2012). Their temporal resolution is typi-
cally limited to one month. A few of them, e.g., those produced by Kurtenbach
et al. (2009) and Bruinsma et al. (2010b), are of a higher temporal resolution
(from daily to 10-day), but with a reduced spatial resolution. Furthermore,
the accuracy of unconstrained GRACE-only solutions rapidly degrades as the
spatial scale decreases. In terms of geoid height error per degree, for instance,
the noise level in these solutions starts to exceed that of signal at degree 20
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– 30 (Sasgen et al., 2006). In addition, unconstrained GRACE-only solutions
suffer from pronounced stripes, due to the previously mentioned anisotropic
sensitivity of KBR data. To suppress noise in these solutions, one typically
applies a filter. Examples are the de-striping procedure (Swenson and Wahr,
2006) combined with a Gaussian filter (Wahr et al., 1998), a de-correlating
non-isotropic filter (Kusche, 2007; Kusche et al., 2009), a statistically-optimal
anisotropic filter (Klees et al., 2008b), and a so-called “Fan” filter (Zhang et
al., 2009). Unfortunately, filtering not only suppresses noise, but also partly
removes signal in the models produced. This triggers an idea of an improve-
ment of such models not by applying a filter, but by using other sources of
information, e.g., GOCE SST data and gravity gradients, in a combined mod-
elling. Furthermore, an obvious way to improve GRACE time-varying gravity
field models is to implement and utilise more advanced schemes to process
KBR data when producing these models.
The GRACE global monthly gravity field models produced by different re-
search centres are complete to different maximum spherical harmonic degrees:
60 to 120. It is, however, unclear what spatial resolution can be actually
achieved from KBR data in this context and what maximum degree ensures
that no information content is lost. Therefore, an investigation of this issue is
still needed.

1.2 Objectives
In view of the outlined motivation, the study presented in this thesis pursues
eight main objectives listed below.

1. The study is to produce new global models of the static part of the
Earth’s gravity field based on GRACE and GOCE data. To that end, a
special care is to be taken for a statistically optimal combination of data
of different types and sources.

2. In view of the limitations of the traditional approaches for validating
global static gravity field models, the study is to extend the list of vali-
dation methodologies. To that end, an alternative methodology is to be
developed, in which the accuracy of models is to be assessed in terms of
their ability to forecast data delivered by satellite gravimetry missions
themselves. Two types of control data are to be considered: GRACE
KBR data and GOCE gravity gradients.

3. An important task subsequent to a new experiment is to study the extent
to which data acquired by that experiment have improved the existing
knowledge. This is highly relevant for the latest satellite gravimetry mis-
sion: GOCE. Thus, I intend to study the added value of this mission to
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the static gravity field modelling. To that end, the validation methodol-
ogy stated above is to be utilised. In that way, GRACE/GOCE satellite-
only models will be compared with state-of-the-art models produced in
the absence of GOCE data and conclusions regarding GOCE mission’s
added value will be drawn.

4. Despite the recent progress made in the field of satellite gravimetry, the
spatial resolution of global static gravity field models produced solely
based on satellite gravity data is limited to about 100 km half wave-
length. Thus, efforts have been made to combine GRACE and GOCE
data with surface gravity data, namely, terrestrial gravimetry and satel-
lite altimetry measurements, to produce ultra-high degree models. Ex-
amples are EGM2008 (Pavlis et al., 2008, 2012) and EIGEN-6C (Förste
et al., 2011), which have been developed without and with GOCE data
to degree 2159 and 1420, respectively. However, a statistically optimal
combination of satellite and surface data is by no means a trivial task
due to, among others, their different spectral information contents and
spatial coverages. Thus, I intend to investigate how successfully this
combination has been conducted in the case of the aforementioned two
models. To that end, the validation methodology stated earlier is to be
utilized.

5. In view of the limitations of GRACE-only global time-varying gravity
field models, a possible improvement of those models using GOCE data
is to be studied. To that end, KBR data are to be jointly processed with
GOCE kinematic orbit and gravity gradients in a statistically optimal
manner. Conclusions are to be drawn based on a comparison between
GRACE-only solutions and the GRACE/GOCE ones.

6. The study is to produce new global time-varying gravity field models
based on GRACE KBR data taking into account the latest developments
in this area of study. Furthermore, an investigation is to be performed
on the spatial resolution achievable from KBR data in the context of
time-varying gravity field modelling at the global scale.

7. The concept of dynamic orbit integration plays in one way or another
a central role in dealing with SST data, in particular GRACE KBR
measurements. For instance, the functional model, which links these
data with spherical harmonic coefficients, can be established directly on
the basis of this concept (Reigber, 1989). The link established by this
concept is notoriously non-linear (Montenbruck and Gill, 2000). This
implies that a gravity field model based on these data is, in essence, pro-
duced as a residual field with respect to an a priori model in line with
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the so-called “remove-compute-restore” approach. I intend to investi-
gate the sensitivity of the gravity field retrieval based on KBR data to
the choice of the a priori model taking into account the non-linear link
between these data and the gravity field parameters. To that end, I will
deliberately consider an a priori gravity field model that is far from the
truth.

8. GRACE KBR data are contaminated with an increased noise level at
low frequencies up to approximately 5 cpr. This noise maps itself onto
zonal and near-zonal coefficients up to the highest degree considered in
the global gravity field retrieval (Colombo, 1986). A pragmatic approach
to deal with this noise is to apply an empirical high-pass filter prior to
the model production (Colombo, 1984; Kim, 2000; Liu, 2008; Liu et al.,
2010). Nevertheless, an empirical filtering not only eliminates noise but
may also partly remove signal in the range of low frequencies. Therefore,
I find it necessary to identify the origin of this low-frequency noise and
propose better ways to cope with it.

1.3 Outline
In chapter 2, the methodology that I use to produce global gravity field models
is described. The next seven chapters (chapters 3 – 9) document my findings
in a pursuit of the aforementioned eight main objectives. In chapter 3, my
findings in the combined GRACE/GOCE global static gravity field modelling
are documented. Chapter 4 describes a procedure proposed to validate global
static gravity field models. The results of its application to various models,
including the one produced in this thesis, are presented as well. Importantly,
this leads to an analysis of GOCE mission’s added value to the static grav-
ity field modelling. In chapter 5, I use the proposed validation procedure to
inspect data combination optimality in global static gravity field models pro-
duced in the presence of surface measurements. In chapter 6, an investigation
on the possible added value of GOCE data to the time-varying gravity field
modelling is presented. In chapter 7, I present my findings in the GRACE-
only global time-varying gravity field modelling. This includes, among others,
an inspection of the spectral sensitivity of KBR data to the temporal gravity
field variations. A new global time-varying gravity field model is presented in
chapter 7, too. In chapter 8, I investigate whether an attempt of the static
gravity field retrieval could lead to a model of a competitive quality if a rel-
atively inaccurate model such as EGM96 is used as the a priori. Chapter 9
is devoted to identifying the origin of the low-frequency noise in KBR data.
Chapter 10 is left for conclusions and recommendations.





2 GRACE/GOCE global gravity
field modelling: methodology

2.1 Introduction

The Earth’s gravitational potential V in the global gravity field modelling is
commonly approximated above the Earth’s surface by the series of the spher-
ical harmonic functions (Heiskanen and Moritz, 1967):

V (λ, ϕ, r) ≈ GM

R
×

L∑
n=0

(
R

r

)n+1 n∑
m=0

(c̄nm cos mλ + s̄nm sin mλ)P̄nm(sin ϕ). (2.1)

Herein, λ (longitude), ϕ (geocentric latitude) and r (geocentric radius) are the
spherical coordinates of a point of interest, GM is the gravitational constant
times the Earth’s mass, R is the Earth’s equatorial radius, P̄nm are normalized
associated Legendre’s functions of degree n and order m, c̄nm and s̄nm are the
corresponding (4π-normalized) spherical harmonic coefficients, and L denotes
the maximum degree. The degree zero coefficient c̄00 in Eq. (2.1) is set equal
to 1 due to the fact that M is the total mass of the Earth. The degree one
coefficients are related to the location of the Earth’s centre of mass, namely,
c̄10 = 1

RzTRF
c , c̄11 = 1

RxTRF
c , and s̄11 = 1

RyTRF
c , where xTRF

c , yTRF
c , and

zTRF
c , are the Cartesian coordinates of the Earth’s centre of mass with respect

to a realization of the Terrestrial Reference Frame (TRF) (e.g., Altamimi et
al., 2011) with xTRF

c and zTRF
c being related to the TRF’s Greenwich- and

the North Pole-oriented axes, respectively. The degree one coefficients in the
global gravity field modelling from GRACE or GOCE data are often excluded
from the list of the unknown parameters due to the assumption that xTRF

c ,
yTRF

c , and zTRF
c are zero, i.e., that the TRF’s origin coincides with the Earth’s

centre of mass.
The spherical harmonic coefficients in this thesis are to be estimated based on
GRACE and GOCE SST data plus GOCE gravity gradients. The latter ones
are direct measurements of the second order derivatives of the gravitational
potential. Thus, their links with the unknown coefficients are straightforward
(Ditmar and Klees, 2002; Ditmar et al., 2003a). The SST data, on the other
hand, are not direct measurements of the gravity field observables. At least,
five approaches have been developed so far to establish links between them
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and the unknown coefficients: “energy balance approach” (Jekeli, 1999; Han,
2003, 2004; Gerlach et al., 2003), “variational equations approach” (Reigber,
1989; Reigber et al., 2002, 2003; Tapley et al., 2005; Beutler et al., 2010a,b;
Prange et al., 2008; Jäggi et al., 2010), “short-arc approach” (Mayer-Gürr
et al., 2005; Mayer-Gürr, 2006; Mayer-Gürr et al., 2010a), “point-wise ac-
celeration approach” (Reubelt et al., 2003, 2006), and “average acceleration
approach” (Ditmar and van Eck van der Sluijs, 2004; Ditmar et al., 2006; Liu,
2008; Liu et al., 2010).

The functional model in the energy balance approach is based on the energy
conservation law. In the context of kinematic orbits, the corresponding func-
tional model, unlike those in the other approaches, exploits information about
the along-track component of the gravity field only. Thus, this functional
model fails to fully exploit the information content of these measurements,
which is a drawback. In the context of GRACE KBR data, the functional
model of the energy balance approach suffers from a different problem. It
allows observed GRACE inter-satellite range-rates to be converted into the
gravitational potential differences between the GRACE satellites (plus an un-
known constant) under the assumption that the mean of the velocity vectors
of the two satellites at a given time is parallel to their line-of-sight. This is
a poor approximation, which makes the functional model rather inaccurate
(Jekeli, 1999). The functional models of the other approaches are all based
on the Newton’s equation of motion. Thus, they are theoretically equivalent.
This means that in practice they could also lead to results of a similar quality,
provided that statistically optimal methodologies are followed to process data.
In this thesis, I utilize the functional models based on the average acceleration
approach to deal with GRACE KBR data and kinematic orbits of the GRACE
and GOCE satellites.

The methodology followed in this dissertation in order to estimate spherical
harmonic coefficients consists of three steps: (i) data pre-processing: trans-
forming data of different types into sets of residual (gravitational) data with
respect to an a priori static gravity field model; (ii) inversion: optimally com-
bining and inverting residual data sets into residual coefficients in the least
squares sense; and (iii) adding coefficients of the a priori model back to those
estimated. The latter step can be done with ease, and therefore, does not
require further discussions. In the first section, I describe functional models
exploited to deal with data of different types. The second section describes
how I compute sets of residual data. The approach followed for a joint inver-
sion of them into residual spherical harmonic coefficients is discussed in the
third section.
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2.2 Functional models

2.2.1 Functional model for kinematic orbits

The average acceleration approach in the context of kinematic orbit data has
been developed by Ditmar and van Eck van der Sluijs (2004) and Ditmar et
al. (2006). The functional model is defined based on 3-D average accelera-
tion vectors ā(t) derived from satellite orbit with a three-point differentiation
scheme:

ā(t) = r(t − ∆t) − 2r(t) + r(t + ∆t)
(∆t)2 , (2.2)

where r(t) is the satellite 3-D position vector at measurement epoch t and
∆t denotes the sampling interval. All the vectors in this equation are asso-
ciated with the satellite’s centre of mass and given in an inertial frame, e.g.,
a realization of the Celestial Reference Frame (CRF) (e.g., Fey et al., 2009).
Ditmar and van Eck van der Sluijs (2004) have shown that the outcome of
the differentiation given by Eq. (2.2) can be interpreted as a 3-D point-wise
acceleration vector a(t) averaged with weight ∆t−|s|

(∆t)2 in the differentiation time
interval s ∈ [−∆t, ∆t]:

ā(t) =
∆t∫

−∆t

∆t − |s|
(∆t)2 a(t + s)ds. (2.3)

The proof of this equation can be easily achieved by integrating its right-hand
side by parts. Equation (2.3), which is in essence an averaging filter, allows
the link between a 3-D average acceleration vector and spherical harmonic
coefficients to be established. To that end, it is sufficient to apply the gradient
operator and then the averaging filter of Eq. (2.3) to both sides of Eq. (2.1).
Practical aspects of the latter operation have been documented in detail in
(Ditmar and van Eck van der Sluijs, 2004; Ditmar et al., 2006; Ditmar , 2009).
I describe them in Appendix A, too.

2.2.2 Functional model for KBR data

Liu (2008) and Liu et al. (2010) have modified the functional model described
in the previous subsection to process GRACE KBR data. So-called “range
combinations” are obtained from bias-corrected inter-satellite ranges at three
successive epochs with a similar three-point differentiation scheme:

ā(t) = e(t − ∆t) · e(t)ρ(t − ∆t) − 2ρ(t) + e(t) · e(t + ∆t)ρ(t + ∆t)
(∆t)2 . (2.4)
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Herein, · denotes the inner product, ρ(t) are measured bias-corrected inter-
satellite ranges, and e(t) are the line-of-sight unit vectors pointing from the
trailing satellite towards the leading one. Liu (2008) has shown that the
left-hand-side of Eq. (2.4) can be interpreted as the difference between 3-D
average acceleration vectors of the two GRACE satellites, defined by Eq. (2.3),
projected onto their line-of-sight:

ā(t) = {ā2(t) − ā1(t)} · e(t), (2.5)

where indices 1 and 2 refer to the trailing and leading GRACE satellites,
respectively. The proof of this statement can be easily achieved by inserting
Eq. (2.2) into Eq. (2.5) and then replacing the 3-D positions with ranges
ρ(t). Since the link between 3-D average acceleration vectors with spherical
harmonic coefficients has already been established in the previous subsection
and in Appendix A, the link of a range combination with these coefficients is
straightforward.

2.2.3 Functional model for gradiometry data

The GOCE gravity gradients are acquired in the Gradiometer Reference Frame
(GRF): a right-handed satellite-fixed Cartesian frame whose axes nominally
point in the along-track (flight), cross-track (orthogonal to the orbital plane),
and nadir directions with an approximation of a few degrees (Rummel et al.,
2011). I process these measurements in the same frame to avoid amplifying
their noise as a consequence of a transformation into another frame. In the
model production, I exploit only the diagonal components of the gravity gra-
dient tensor, which are the most accurately measured components (Rummel et
al., 2011). To link the gravity gradients measured in the GRF with spherical
harmonic coefficients, it is sufficient to represent the full gravity gradient ten-
sor in the form of the spherical harmonic expansion using Eq. (2.1) and then
to transform this tensor into the GRF. This transformation requires, among
others, the orientation of the GRF with respect to the inertial frame, which
is provided by the GOCE on-board star camera. Details in establishing these
links have been well documented in (Ditmar and Klees, 2002; Ditmar et al.,
2003a). I document them, too (Appendix B).

2.3 Computing residual data
The data are reduced to residual ones by subtracting their a priori counter-
parts. The latter ones are computed based on a model describing the forces
acting on the satellites. In this context, it is worth reminding that observations
naturally refer to the instantaneous gravity field. This field experiences tem-
poral variations, which are caused by, e.g., tidal perturbations. In addition,



2.3 Computing residual data 15

the satellite measurements, in particular KBR data, are heavily influenced by
non-gravitational perturbations. Therefore, it is required that the force model
in addition to an a priori gravity field model takes these nuisance signals (as-
sociated with temporal gravity field variations and, possibly, non-gravitational
forces) into account. Details about computation of residual data of different
types are presented in sections 2.3.1 – 2.3.3

2.3.1 Computing GRACE residual range combinations

The average acceleration approach has been applied to KBR data by Liu (2008)
and Liu et al. (2010) to produce the Delft Mass Transport, release 1 (DMT-
1) model. To compute residual range combinations, I exploit the experience
collected in that research. The computation of these residuals involves the
following steps.
As it will be shown in chapter 9, the usage of Eq. (2.4) in computing range
combinations requires GRACE satellites’ line-of-sight unit vectors, i.e., e(t),
to be accurately known. Thus, I compute dynamic orbits. These orbits in the
context of the model production are hereafter referred to as a priori orbits.
To compute them, I perform dynamic orbit integration. To this end, I use
the software package Positioning And Navigation Data Analyst (PANDA)
developed at the GNSS Research Centre of Wuhan University (Zhao, 2004).
These a priori orbits are computed in the form of six-hour arcs separately for
either GRACE satellite using the force model. The computation of orbital
arcs includes a least squares adjustment of the initial state vector elements
and accelerometer’s six calibration parameters (a bias and a scaling factor
per axis). To perform this adjustment, a preliminary variant of the a priori
orbits is first produced based on initial values of the aforementioned twelve
parameters. The initial values of the state vector elements are extracted from
reduced-dynamic orbits, i.e., orbits produced by fitting kinematic orbits to a
force model (e.g., Montenbruck and Gill, 2000; Montenbruck et al., 2005). The
initial values associated with the accelerometer’s bias and scaling parameters
are set to zero and one, respectively. Then, the aforementioned adjustment
is performed by fitting the preliminary a priori orbits to kinematic ones. In
case kinematic orbits are unavailable, reduced-dynamic orbits are instead used
to perform this adjustment. In my study, GRACE kinematic and reduced-
dynamic orbits are produced and provided by the GNSS Research Centre of
Wuhan University in accordance with (Zhao, 2004). For almost three years at
the beginning of the GRACE mission (i.e., February 2003 – December 2005),
only reduced-dynamic orbits are available to me. Those orbits are produced
and provided by Kroes et al. (2005).
Observed inter-satellite ranges are provided in KBR1B product as a part of
GRACE level-1B data (Case et al., 2004). The a priori orbits are used to esti-
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mate (in a least squares sense) and remove their bias, one value per continuous
time segment, in which there are no phase breaks or cycle slips. In addition,
the a priori orbits are used to compute a priori inter-satellite ranges. Subse-
quently, residual inter-satellite ranges are obtained by subtracting the a priori
inter-satellite ranges from the observed bias-corrected ones. Residual range
combinations are obtained from the residual inter-satellite ranges by applying
Eq. (2.4).

2.3.2 Computing GRACE/GOCE residual 3-D average accel-
eration vectors

There are two theoretically equivalent approaches to compute residual 3-D
average acceleration vectors. One is to compute residual orbits by subtracting
a priori orbits from kinematic ones. Subsequently, residual accelerations are
produced by applying Eq. (2.2) to residual orbits. The second approach is to
produce observed 3-D average acceleration vectors by applying Eq. (2.2) to
kinematic orbits. Their a priori counterparts are evaluated based on the force
model using Eq. (2.3). Subsequently, residual accelerations are produced by
subtracting the a priori quantities from the observed ones. These approaches
are fully equivalent, provided that the same force model is used to produce
a priori orbits and a priori accelerations. Since I compute a priori orbits
only for the GRACE satellites, I follow the first approach in the case of the
GRACE mission and the second one in the case of the GOCE mission. The
second approach was also used by Ditmar et al. (2006) when they produced
DEOS_CHAMP-01C from CHAMP kinematic orbit data. In this thesis, I ex-
ploit the experience accumulated in that activity to compute GOCE residual
3-D average acceleration vectors. In doing so, I extract the satellite’s loca-
tions at which I evaluate the a priori quantities from reduced-dynamic orbits
subsequent to an interpolation at kinematic orbit epochs with an eleventh-
order Legendre interpolation scheme. GOCE kinematic and reduced-dynamic
orbits have been determined by Bock et al. (2011). These orbits are provided
in SST_PSO_2 product as a part of GOCE level-2 data (Gruber et al., 2010;
de Witte, 2011).

2.3.3 Computing GOCE residual gravity gradients

GOCE observed gravity gradients are provided in EGG_NOM_2 product as
a part of GOCE level-2 data. They are provided in the GRF and supplied with
orientation parameters of this frame with respect to the inertial one. Residual
gravity gradients are produced in the GRF, too. I produce them by subtracting
the a priori gravity gradients from the observed ones in the GRF. The a priori
quantities are evaluated based on the force model at satellite’s locations. These
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locations are extracted from GOCE reduced-dynamic orbits interpolated at
gradiometer’s measurement epochs with an interpolation scheme similar to
that mentioned in the previous subsection.

2.4 Inversion

An optimal combination of residual data sets requires an accurate stochastic
description of their noise. The residual data sets are known to be contami-
nated by colored, i.e., frequency-dependent, noise (e.g., Ditmar et al., 2007).
Therefore, I use the concept of frequency-dependent data weighting for all of
them. To that end, I assume that their noise is Gaussian and stationary, so
that its full stochastic description can be made in the form of Power Spectral
Density (PSD). To estimate noise in residual data, I follow an iterative scheme.
Initially, I assume sets of residual data to be realizations of their noise, too.
With this assumption, a preliminary gravity field model is produced. It is rea-
sonable to expect that this preliminary model is of a higher quality than the
a priori gravity field model. Thus, the post-fit residuals computed after the
gravity field retrieval are expected to be more accurate realizations of noise.
These post-fit residuals are produced in the same manner as described in the
case of residual data sets involved in the gravity field retrieval. This scheme
for noise estimation is iterated until a convergence of results is achieved. Fur-
ther details on this iterative scheme are provided later when I present the
conducted numerical experiments.
Technically, frequency-dependent data weighting is realized with Auto-
Regressive Moving-Average (ARMA) models, i.e., parameterized models that
best fit noise PSD’s (Klees and Broersen, 2002; Klees et al., 2003; Klees and
Ditmar, 2004). It is worth noting that building ARMA models does not nec-
essarily require computing noise PSD’s. However, it is advisable to compute
these noise PSD’s always, as they provide insight into the distribution of noise
over frequency.
The built ARMA models allow the noise covariance matrices associated with
sets of residual data to be adequately represented in their combined inversion:

x = (
∑

i

AT
i C−1

i Ai + αR)−1(
∑

i

AT
i C−1

i di). (2.6)

Herein, x is a vector composed of estimated residual spherical harmonic coeffi-
cients, Ai, Ci, and di are respectively design matrix, noise covariance matrix,
and vector of residual data associated with data set i. The design matrices
in the case of the GRACE-based data sets are assembled using a priori or-
bits, whereas those related to the GOCE-based data sets are formed using
reduced-dynamic orbits. The terms R and α denote a regularization matrix
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and the corresponding regularization parameter. A good review of different
regularization matrices in the context of the static gravity field retrieval from
GOCE gradiometry data can be found in (Ditmar et al., 2003b). Different
methods to obtain the optimal value of the regularization parameter has been
documented in (Kusche and Klees, 2004; Koch and Kusche, 2002; Kusche,
2003) in the same context. In many numerical experiments to be conducted in
this thesis, no regularization is imposed. In those cases, α is obviously set as
zero. When I do apply a regularization, I use the Kaula regularization matrix
in the context of the static gravity field modelling. In that context, I find the
regularization parameter in an empirical manner: by minimizing the difference
between the model to be produced and a state-of-the-art model. In the context
of the time-varying gravity field modelling, I define the regularization matrix
as the inverse of the full covariance matrix of the time-varying gravity field
signal (Klees et al., 2008b). The regularization parameter in the latter case is
set as one. Equation (2.6) involves multiple matrix to vector multiplications.
The multiplication of a noise covariance matrix to a vector in the context of
a large least squares problem is performed with a scheme described in (Klees
and Ditmar, 2004). Algorithms for an efficient multiplication of a design ma-
trix to a vector have been described by Ditmar and Klees (2002) and Ditmar
and van Eck van der Sluijs (2004) in the same context. Efficient algorithms
for solving the linear system of equations, e.g., the method of pre-conditioned
conjugate gradients, have been discussed by them, too.



3 GRACE/GOCE global static
gravity field modelling: results

This chapter is based on the study documented in (Farahani et al.,
2013b). In that manuscript, (i) various aspects of the combined
GRACE/GOCE global static gravity field modelling were investi-
gated, e.g., individual contribution of SST and SGG data from
the GOCE mission; (ii) a new combined GRACE/GOCE model,
namely, Delft Gravity Model, release 1, Satellite-only (DGM-1S),
was presented; and (iii) a validation of that model and of some
of the alternative ones, e.g., GOCO03S, was performed based on
different sets of control data, including a state-of-the-art oceano-
graphic model of the mean dynamic topography.

3.1 Introduction

This chapter primarily presents a new global static gravity field model, enti-
tled DGM-1S: Delft Gravity Model, release 1, Satellite-only. The model has
been produced in terms of spherical harmonic coefficients up to degree 250
based on a statistically optimal combination of GRACE KBR data, GOCE
gravity gradients, and GRACE and GOCE satellites’ kinematic orbits. Prior
to its presentation, I additionally analyse a number of preliminary models pro-
duced to understand various aspects of the combined GRACE/GOCE static
gravity field modelling. This includes quantifying (i) the influence of the low-
frequency noise in GOCE gravity gradients; (ii) the impact of the usage of
an accurate estimation of noise in these data; and (iii) the contribution of
GOCE kinematic orbit data and gravity gradients to the static gravity field
modelling, separately and jointly. Furthermore, a validation of DGM-1S is per-
formed by comparing its quality with that of three alternative models, namely,
GOCO01S, EIGEN-6S (only its static part), and GOCO02S. The validation
is based on an analysis of the ability of these models to synthesize a model of
the oceanic Mean Dynamic Topography (MDT), which is compared against
an independent, i.e., oceanographic, state-of-the-art MDT model. I include
ITG-Grace2010s and EGM2008 in this assessment as well. ITG-Grace2010s
is a state-of-the-art GRACE-only model and EGM2008 is a state-of-the-art
model based on GRACE and terrestrial gravimetry/satellite altimetry data.
Thus, their inclusion allows studying the added value of the GOCE mission
to the static gravity field modelling over the oceanic areas.
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Table 3.1: The sets of GRACE and GOCE data involved in the static gravity field
modelling.

Residual data Duration Time interval Sampling
(months) (seconds)

GRACE range combinations 82 Feb 2003–Dec 2009 5
GRACE 3-D average accelerations 48 Jan 2006–Dec 2009 30
GOCE 3-D average accelerations 14 Aug 2009–Dec 2010 30

GOCE gravity gradients 10 Nov 2009–Dec 2010 1

Here is the outline of the chapter. Section 3.2 introduces sets of residual data
involved in the static gravity field modelling. Section 3.3 analyses their noise
in the spectral domain and also in the spatial domain in the case of sets of
GOCE data. In section 3.4, I study the contribution of GOCE kinematic
orbit data and gravity gradients, separately and jointly, to a GRACE-only
model in the absence of regularization. DGM-1S is the primary subject of
section 3.5, where a preliminary assessment of its quality is made by comparing
it as well as ITG-Grace2010s, GOCO01S, EIGEN-6S, and GOCO02S with
EGM2008. In section 3.5, I also present results of a validation of these six
models against independent data. Section 3.6 is left for a summary, discussion,
and conclusions.

3.2 Residual data

The sets of data utilized in the production of static gravity field models are
listed in Table 3.1. The force model exploited to produce them is comprised
of the following contributors:

(i) Static gravity field defined by ITG-Grace2010s up to its maximum de-
gree, i.e., 180.

(ii) Linear trends in five low-degree spherical harmonic coefficients of the
gravity field, i.e., c̄20, c̄30, c̄40, c̄21, and s̄21, according to (Flechtner,
2007a). These linear trends are used to correct the corresponding co-
efficients of ITG-Grace2010s per measurement for the time difference
between the reference epoch of this model and that of the measurement
epochs.

(iii) Astronomical (direct) tidal perturbations based on the Jet Propulsion
Laboratory (JPL) DE405/LE405 lunar and planetary ephemerides (Stan-
dish, 1998).
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(iv) Solid Earth tides and pole tides defined in accordance with the conven-
tions of the International Earth Rotation and Reference Systems Service
(IERS) adopted in 2003 (McCarthy and Petit, 2004).

(v) Ocean tides described by the FES2004 model (Lyard et al., 2006) up to
spherical harmonic degree 80.

(vi) Non-tidal atmospheric and oceanic variability described by the fourth re-
lease of the Atmosphere and Ocean De-aliasing level-1B (AOD1B) model
(Flechtner, 2007b) up to spherical harmonic degree 100.

In addition, the high sensitivity of KBR data to temporal gravity field varia-
tions (Wahr et al., 1998) and the presence of strong non-gravitational signals
in these data require an extension of the force model applied in the context of
GRACE data with the following contributors:

(a) Ocean pole tide described by the model of Desai (2002) up to spherical
harmonic degree 30.

(b) General relativity corrections according to the IERS 2003 conventions
(McCarthy and Petit, 2004).

(c) Non-gravitational accelerations. They are accounted for using GRACE ac-
celerometer and attitude data, which are respectively provided in ACC1B
and SCA1B products as parts of GRACE level-1B data (Case et al., 2004).
These accelerations are not accounted for in the case of GOCE gravity gra-
dients, because they do not influence differential accelerometry data, pro-
vided that they are perfectly calibrated (e.g., Siemes et al., 2012). They
are not considered in the case of GOCE kinematic orbit data either in
view of two reasons. Firstly, it has been demonstrated in (Ditmar et al.,
2007) that these forces are of a minor impact if proper stochastic models
of noise in accelerations are used. Secondly, these forces are largely (i.e.,
fully along-track) compensated by the on-board drag-free system.

Furthermore, Earth’s rotation parameters released by the IERS on the daily
basis are used to compute matrices describing the rotation between the ter-
restrial and inertial reference frames, which are required throughout the data
pre-processing (see Appendices A and B).

3.3 Noise analysis
In this section, I analyse noise in the residual data sets involved in the static
gravity field retrieval. This analysis, in some cases, leads to introducing addi-
tional steps in the data pre-processing schemes, which are explained, too.
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To obtain noise PSD’s, I use the residual data sets themselves. Since ITG-
Grace2010s is a rather accurate model, I assume that sets of residual data,
with the exception of GOCE residual gravity gradients, contain mostly noise.
In the case of GRACE residual range combinations, long-term mass transport
signals (due to, e.g., accumulation or depletion of continental water stocks,
polar ice mass variations, or post-glacial rebound) are present. As it will be
shown in chapter 6, an inclusion of these signals in the force model (using a
GRACE-based mass transport model) would reduce PSD of these residuals
in the frequency range 0.5 – 10 mHz (3 – 54 cpr), which can be related to
signals at spatial scales of 7200 – 400 km half wavelength. These signals in
the context of this chapter are noise. Thus, I shall not remove them from
the sets of residual range combinations when I obtain the corresponding noise
PSD’s. As far as the GOCE residual gravity gradients are concerned, they
contain gravity field signal not captured by ITG-Grace2010s. Thus, their
noise PSD’s are considered as initial ones. I improve them iteratively prior to
the production of DGM-1S. The details of this iterative scheme are discussed
in section 3.3.4.2.

3.3.1 Noise in GRACE residual range combinations

The following inputs are used in order to compute the GRACE residual
range combinations: (i) 5-second observed inter-satellite ranges; (ii) 30-second
reduced-dynamic orbits in February 2003 – December 2005, determined and
provided by (Kroes et al., 2005); and (iii) 30-second kinematic and reduced-
dynamic orbits in January 2006 – December 2009, determined and provided
by the GNSS research centre of Wuhan University in accordance with (Zhao,
2004).
The square-root of noise PSD, hereafter referred to as PSD

1
2 , of the GRACE

residual range combinations is shown for 12 months of 2006 (as examples) in
Fig. 3.1a. As it will be demonstrated in chapter 9, the increased noise level at
low-frequencies (up to approximately 3 cpr) is a consequence of inaccuracies
in the a priori orbits. This noise leads to an inaccurate estimation of zonal and
near-zonal coefficients up to the highest degree considered in the gravity field
retrieval. I eliminate this noise at the pre-processing stage using an empirically
defined seven-parameter high-pass filter proposed by Colombo (1984) and Kim
(2000):

r(t) = x0 + x1t + x2 cos ωt + x3 sin ωt + x4t cos ωt + x5t sin ωt + x6t2. (3.1)

Herein, r(t) are the values (in this case, GRACE residual range combinations)
given by the analytical function, ω = 2π

T is the orbital angular velocity with
T being the orbital revolution time, and x0 till x6 are unknown coefficients.
The latter ones are estimated per orbital revolution by fitting the analytical
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Figure 3.1: The noise PSD 1
2 of the GRACE residual range combinations (a) before

and (b) after eliminating their low-frequency noise for 12 months of 2006. The vertical
line marks the 0.5 mHz (3 cpr) frequency. A Gaussian smoothing has been applied
for a better visualization.

function r(t) to the residual data in the least squares sense. Subsequently, the
values estimated with the analytical function are subtracted from the residual
data. The noise PSD

1
2 of the GRACE residual range combinations subsequent

to this operation is shown for the same 12 months in Fig. 3.1b. A comparison
of Figs. 3.1a and 3.1b demonstrates that the usage of the high-pass filter
eliminates the noise in the low-frequency range up to nearly 0.5 mHz (3 cpr)
frequency.
Unfortunately, the filter removes not only noise but also possible signals below
3 cpr frequency, which can be associated with low-degree spherical harmonic
coefficients (particularly of degree 2 and 3). Given the fact that low-degree
coefficients (at least below degree 27) in a combined GRACE/GOCE model
predominantly rely on KBR data, this implies that an application of this high-
pass filter to residual range combinations leads to a model bias towards the
a priori static gravity field model at very low degrees. A need to mitigate
this effect is the major motivation to incorporate GRACE and GOCE kine-
matic orbits in the gravity field modelling, as they may provide additional
contribution to the estimation of low-degree coefficients.
To account for a temporal variability of noise in the residual range combina-
tions, which can be clearly seen in Fig. 3.1, individual ARMA models are built
on a monthly basis. They are highly detailed (not shown).
One may argue that the time-variability of noise in the residual range com-
binations is an evidence of the presence of long-term mass transport signals
in these residuals. Nonetheless, as it will be shown in chapter 6, a similar
variability is also observed when these signals are removed.
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Figure 3.2: The noise PSD 1
2 ’s

for the residual 3-D average ac-
celeration vectors derived from
the GRACE kinematic orbits in
2006 and CHAMP kinematic or-
bits in 2003. The solid, dashed,
and dotted lines are associated
with GRACE-1, GRACE-2, and
CHAMP, respectively. The ra-
dial, along-track, and cross-track
components are plotted in red,
green, and blue, respectively. A
Gaussian smoothing has been
applied for a better visualiza-
tion.
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3.3.2 Noise in GRACE residual 3-D average acceleration vec-
tors

Figure 3.2 shows the noise PSD
1
2 ’s for the along-track, cross-track, and radial

components of GRACE satellites’ residual 3-D average acceleration vectors
based on data of 2006. They are similar to those of noise in CHAMP data
of this type (Ditmar et al., 2007), which are also shown in Fig. 3.2 as refer-
ences. This is an expected outcome, because kinematic orbits for these two
missions are based on data collected by GPS receivers of a similar quality. The
noise PSD

1
2 ’s shown in Fig. 3.2 are used to build ARMA models for different

components of these residuals.
Furthermore, I find it worth noting that CHAMP as compared to GRACE
shows slightly higher noise in the very low frequency range (below 0.1 mHz)
for the radial and cross-track components. The reason for that is not known
to me.

3.3.3 Noise in GOCE residual 3-D average acceleration vectors

The GOCE kinematic orbits are provided with 1-second sampling. The re-
sults to be presented in this thesis are based on a subset of them obtained by
picking up every thirtieth epoch. Figure 3.3 shows the noise PSD

1
2 ’s for the

along-track, cross-track, and radial components of the obtained residuals for
November 2009. A comparison between Figs. 3.2 and 3.3 shows that there is
a similarity between the spectra of the GRACE and GOCE-based residuals.
Nevertheless, in the low-frequency range, the PSD

1
2 ’s in the case of GOCE-

based residuals are higher for the radial and cross-track components. The
reason for that is not known to me. One may argue that this an indication
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Figure 3.3: The noise PSD 1
2 ’s

for the GOCE residual 3-D av-
erage acceleration vectors de-
rived from the kinematic orbits
in November 2009. A Gaussian
smoothing has been applied for
a better visualization.

of the presence of the gravity field signal in the GOCE-based residuals. How-
ever, I also obtained these noise PSD’s by computing post-fit residuals using a
combined GRACE/GOCE static gravity field model. Those noise PSD’s (not
shown) turned out to be similar to those shown in Fig. 3.3.
The noise PSD

1
2 ’s exhibited in Fig. 3.3 are utilized to build ARMA models for

different components of the GOCE residual 3-D average acceleration vectors.
I find it important to mention that I also processed the 1-second GOCE kine-
matic orbits. Unfortunately, the noise PSD

1
2 ’s in that case turn out to be larger

than that of the 30-second data in the entire spectrum. That did not allow me
to use the 1-second GOCE kinematic orbits in the gravity field modelling. My
personal communications with T. Reubelt (Geodätisches Institut, Universität
Stuttgart) have led me to a hypothesis that noise in the 1-second residual
accelerations is highly non-stationary, and therefore, the dependence of data
accuracy on time must be somehow taken into account. This means that the
1-second covariance information of GOCE kinematic orbit data, provided in
SST_PSO_2, must be used. This hypothesis is currently being investigated
by my co-promoter, P. Ditmar, and myself (outside the framework of this
thesis).

3.3.4 Noise in GOCE residual gravity gradients

Figure 3.4a shows the initial noise PSD
1
2 ’s of the GOCE residual gravity gradi-

ents for the Vxx = ∂2V
∂x2 , Vyy = ∂2V

∂y2 , and Vzz = ∂2V
∂z2 components with x, y, and z

being the GRF’s along-track, cross-track, and nadir axes, respectively. These
components are hereafter referred to as xx, yy, and zz, respectively. One can
see in Fig. 3.4 that noise in all three components is close to 10−2 Eötvös per
square root of Hertz (E/Hz

1
2 ) in the measurement frequency band, which is
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Figure 3.4: The initial noise PSD 1
2 ’s of the GOCE residual gravity gradients (a)

before and (b) after eliminating the low-frequency noise using the 4-parameter high-
pass filter. They are based on data of May 19, 2010. Two black vertical lines mark the
measurement frequency band. The purple and cyan vertical lines mark the frequencies
0.3 mHz (2 cpr) and 30 mHz (180 cpr), respectively. A Gaussian smoothing has been
applied at high frequencies for a better visualization.

consistent with other estimations (e.g., Rummel et al., 2011). Furthermore, a
high level of noise at low frequencies and prominent peaks at the frequencies
of 1, 2, ... cpr can be observed for all three components, which is consistent
with the findings of the closed loop simulations (Bouman et al., 2004). An-
other features are the peaks at approximately 30 mHz (180 cpr) frequency,
which reflect the fact that the exploited a priori static gravity field model is
complete only to degree 180 (Ditmar et al., 2012). This is lower than what
GOCE gravity gradients are to resolve. The increased noise below 30 mHz
could be probably explained by a relatively low accuracy of ITG-Grace2010s
at high degrees. Furthermore, a drop in noise beyond 30 mHz probably means
that zero coefficients for the a priori static gravity field model beyond degree
180 are closer to the truth than the coefficients of ITG-Grace2010s near this
degree.
The initial noise PSD

1
2 ’s exhibited in Fig. 3.4a are utilized to build initial

ARMA models of noise in residual gravity gradients for the three components.
The built ARMA models are highly detailed (not shown).
In the remaining two parts of this subsection, I compile a number of prelim-
inary static gravity field models in order to (i) investigate the impact of the
low-frequency noise in GOCE residual gravity gradients in the absence of a
regularization (section 3.3.4.1); and (ii) improve the stochastic models of noise
in these residuals (section 3.3.4.2). I analyse the resulting preliminary mod-
els on the basis of their geoid height differences with respect to EGM2008.
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The differences are analysed per-degree and in the form of global maps over
a 0.5◦ × 0.5◦ grid, excluding the polar gaps in the GOCE satellite’s spatial
coverage.

3.3.4.1 Impact of the low-frequency noise

In this section, I investigate the impact of the low-frequency noise in GOCE
residual gravity gradients below 2 cpr. To that end, I analyse the ability of
three empirical high-pass filters to eliminate this noise prior to the inversion.
One of them is the 7-parameter high-pass filter defined earlier by Eq. (3.1).
The other two are defined by the first four and six terms of this equation. They
are hereafter referred to as the 4- and 6-parameter high-pass filters, respec-
tively. These filters are built and applied to GOCE residual gravity gradients
in the same manner as in the case of GRACE residual range combinations.
The initial noise PSD

1
2 ’s of the residual gravity gradients after the application

of the 4-parameter high-pass filter are shown in Fig. 3.4b. A comparison of
Figs. 3.4a and 3.4b indicates that the application of this filter eliminates the
low-frequency noise up to nearly 0.3 mHz (2 cpr). The initial noise PSD

1
2 ’s

associated with the 6- and 7-parameter filters (not shown) expectedly show
the noise elimination up to a slightly higher frequency: 0.5 mHz (3 cpr). These
initial noise PSD

1
2 ’s are transformed into highly detailed initial ARMA models

(not shown).
I produce four combined GRACE/GOCE models in which the residual grav-
ity gradients and the corresponding initial ARMA models are used without
and with elimination of the low-frequency noise by means of the 4-, 6-, and
7-parameter filters. The models are complete to degree 250. The choice of
maximum degree is to ensure that the gravity field signal present in GOCE
gravity gradients is fully captured. The coefficients up to degree 180 are esti-
mated as corrections with respect to ITG-Grace2010s, and above that degree
as total ones. No regularization is applied. The produced models are presented
in Figs. 3.5 and 3.6 respectively in terms of per-degree geoid height differences
and of global maps of geoid height differences with respect to EGM2008 up
to degree 250. Only the map associated with the 4-parameter filter is shown
in Fig. 3.6, because the 6- and 7-parameter filters lead to very similar re-
sults. The Root Mean Square (RMS) of differences associated with the model
compiled without elimination of the low-frequency noise is 1.084 m, whereas
elimination of this noise using the 4-, 6-, and 7-parameter filters reduces this
number to 0.387 m, 0.387 m, and 0.399 m, respectively (by about 64 %). The
low-frequency noise manifests itself in the spatial domain as large differences
distributed over the entire globe including the oceans (Fig. 3.6a). Given the
high accuracy of EGM2008 in the oceans, these differences must largely reflect
inaccuracies in the model compiled in the presence of this noise.
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Figure 3.5: The unconstrained
combined GRACE/GOCE static
gravity field models in terms of
per-degree geoid height differ-
ences with respect to EGM2008.
The GOCE residual gravity gra-
dients and the corresponding ini-
tial ARMA models of noise are
used without and with elimina-
tion of the low-frequency noise
by means of the 4-, 6-, and
7-parameter empirical high-pass
filters.
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Figure 3.6: The unconstrained combined GRACE/GOCE static gravity field models
in the form of global maps of geoid height differences with respect to EGM2008
up to spherical harmonic degree 250. The GOCE residual gravity gradients and
the corresponding initial ARMA models of noise are used (a) without and (b) with
elimination of the low-frequency noise by means of the 4-parameter empirical high-
pass filter. The maps are generated over a 0.5◦ × 0.5◦ equiangular grid, excluding
the polar gaps in the GOCE satellite’s spatial coverage. Their RMS values are (a)
1.084 m and (b) 0.387 m.
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As one can see in Fig. 3.5, elimination of the low-frequency noise results in
a reduction of per-degree differences at relatively high degrees. I explain this
by the fact that the GRACE/GOCE model at low degrees is predominately
determined by KBR data. The noise reduction starts to play a role from
approximately degree 100 and gradually reaches 60 – 75 % at degrees 175
– 250. Furthermore, Fig. 3.5 reveals a very similar accuracy of the models
compiled with the 4-, 6-, and 7-parameter filters. However, it still allows one
to pick up slightly higher per-degree differences beyond degree 150 for the
model compiled with the 7-parameter filter. The RMS value related to this
model is also by 3 % larger than the ones obtained for the models compiled
with the 4- and 6-parameter filters. Hereafter, I proceed with the 4-parameter
filter. It is one of the two filters that leads to the smallest RMS value and,
at the same time, less aggressive than the 6-parameter filter and as such is
expected to less manipulate the signal content.

3.3.4.2 Improvement of the noise model

The production of the DGM-1S model consists of two iterations. In the first
iteration, I compute a preliminary gravity field model for which purpose the
initial ARMA models of noise in the GOCE residual gravity gradients are
exploited. This preliminary model is also compiled up to degree 250. Then,
this preliminary model is used instead of ITG-Grace2010s in the force model
to obtain its misfits to the sets of the observed gravity gradients. The low-
frequency noise in the obtained sets of misfits is eliminated by the 4-parameter
high-pass filter. The filtered misfits are used to compute improved noise PSD’s
and improved ARMA models. This iterative scheme converges after only two
iterations. The changes obtained in the third iteration are found to be negli-
gible (not shown).
Both the preliminary and definitive gravity field models are compiled with a
Kaula-type regularization (see Ditmar et al., 2003b) applied above degree 179.
The optimal value for the regularization parameter is obtained in each case
by minimizing RMS geoid height differences from EGM2008 up to degree 250
(over the same 0.5◦ × 0.5◦ grid defined in the previous subsection).
Figure 3.7 shows the initial and improved noise PSD

1
2 ’s for the residual gravity

gradients in the frequency range 5 – 45 mHz (i.e., inside the measurement
frequency band) where they slightly differ. One can see in Fig. 3.7 that the
peaks that are visible at the frequency 180 cpr in the initial noise PSD’s do
not exist in their improved counterparts.
The improved noise PSD’s are transformed into highly detailed ARMA models
at the three gravity gradient components (not shown). In contrast to their
initial counterpart, the improved ARMA models do not contain the peaks at
the frequency 180 cpr.
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Figure 3.7: The initial and
improved noise PSD 1

2 ’s of the
GOCE residual gravity gradients
based on data of May 19, 2010.
The vertical line marks the fre-
quency 30 mHz (180 cpr). The
solid and dashed lines are re-
lated to the initial and improved
noise PSD 1

2 ’s, respectively. The
xx, yy, and zz gravity gradient
components per case are plotted
in red, green, and blue, respec-
tively. A Gaussian smoothing
has been applied to facilitate the
comparison.
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Figure 3.8: The prelimi-
nary and definitive combined
GRACE/GOCE static gravity
field models in terms of per-
degree geoid height differences
with respect to the EGM2008
model.
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Figure 3.8 presents the preliminary and definitive models in terms of per-degree
geoid height differences with respect to EGM2008 above degree 178, where one
can identify slightly smaller differences for the definitive model. Given the
high quality of EGM2008 at high degrees, this difference reflects a marginal
improvement of the definitive model as opposed to the preliminary one. The
RMS differences associated with the preliminary and definitive models in the
spatial domain are respectively 0.238 m and 0.236 m, which indicate about
1 % reduction as a result of the usage of the improved ARMA models. Thus,
I proceed with the improved stochastic models of noise in the residual gravity
gradients.
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3.4 Contribution of GOCE data to an uncon-
strained GRACE-only static gravity field model

In this section, I investigate the contribution of the GOCE kinematic orbits
and gravity gradients, individually and jointly, to an unconstrained static grav-
ity field recovery in the presence of the GRACE kinematic orbit and KBR data.
First, I compile a GRACE-only model up to degree 180. In addition, I produce
three combined ones using the GRACE data in combination with the GOCE
kinematic orbit data alone, its gravity gradients alone, and the combination
of the latter two data sets. The models into which the gravity gradients are
incorporated are produced up to degree 250, whereas the others up to degree
180. The models are analysed in the same manner as in the previous sec-
tion. They are presented in terms of geoid height differences from EGM2008:
per-degree (Fig. 3.9a) and as a map (Fig. 3.10). For a fair comparison in the
spatial domain, the models compiled in the presence of the gravity gradients
are truncated at degree 180. The model produced from all the data sets is not
shown in Fig. 3.10, because the results obtained in that case are very similar to
those based on the combination of the GRACE data and GOCE gravity gradi-
ents alone. The RMS difference (computed up to degree 180) associated with
the GRACE-only model is 0.501 m and those related to the GRACE/GOCE
models are 0.301 m in the presence of only the GOCE kinematic orbits and
0.121 m in the presence of the GOCE gravity gradients, no matter whether or
not the GOCE kinematic orbits are used.
According to Fig. 3.9a, GOCE gravity gradients start to manifest their con-
tribution above degree 120. Reduction of per-degree geoid height differences
gradually reaches about 90 % at degree 180. It results in about 75 % reduction
of RMS geoid height differences in the spatial domain (when the maximum de-
gree is set as 180). Undoubtedly, this reduction is partly explained by the fact
that these data provide extra information about the gravity field. However,
they also have another effect: stabilization of the system of linear equations
when the normal matrix related to the GOCE gravity gradients is incorpo-
rated. This leads, in particular, to a more accurate estimation of high-degree
sectorial and near sectorial coefficients, which are associated with the merid-
ional stripes. As a result, these stripes are significantly reduced, particularly in
the tropical areas, where an unconstrained GRACE-only model suffers from
the anisotropic sensitivity of KBR data the most. This can be clearly ob-
served from a comparison between Fig. 3.10a (related to the GRACE-only
model) and Fig. 3.10c (related to the combined one produced in the presence
of only the gravity gradients). To demonstrate this stabilization effect even
more explicitly, I re-compile the model after replacing the actual gravity gradi-
ents with time series filled with zeroes. In other words, I compile an auxiliary
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Figure 3.9: The unconstrained static gravity field model compiled solely from the
GRACE data (purple) as well as the ones produced from the combinations of these
data with the GOCE kinematic orbits alone (green), with the GOCE gravity gradients
alone (gray), and with the latter two data sets together (black), which are all shown
in the left picture. In addition, two auxiliary models are plotted in the right picture in
dashed-red and dashed-blue. They are respectively the same as the models plotted in
the left picture in green and gray, but after replacing the corresponding sets of GOCE
data with time series filled with zeroes. That is, they are produced from the GRACE
data using the normal matrices related to the GOCE data sets as regularization
matrices. All the aforementioned models are presented in terms of per-degree geoid
height differences from EGM2008. Besides, three curves reflect per-degree geoid height
differences between three pairs of the above-described models. One is shown in cyan
in the left picture, which shows the difference between model produced with all the
data (black) and the one produced with the GRACE data and the GOCE gravity
gradients alone (gray). The second curve is plotted in red in the right picture, which
shows the difference between the model produced with the GRACE data plus the
GOCE kinematic orbits alone (green) and the auxiliary counterpart of this model
when the GOCE kinematic orbits are replaced with the time series filled with zero
(dashed-red). Finally, the third curve is plotted in blue in the right picture, which
shows the difference between the model produced with the GRACE data plus the
GOCE gravity gradients alone (gray) and the auxiliary counterpart of this model
when the GOCE gravity gradients are replaced with the time series filled with zero
(dashed-blue).

model based on the GRACE data and using the normal matrix related to the
gravity gradients as a regularization matrix. The auxiliary model is shown
in Fig. 3.9b in terms of per-degree geoid height differences from EGM2008.
This model also shows reduction of per-degree difference above degree 120
that gradually reaches about 45 % at degree 180. This implies that almost
half of the already stated 90 % reduction is explained by the stabilization im-
pact of the gradiometry-related normal matrix. The geoid height differences
in the spatial domain (not shown) computed for the auxiliary model up to the
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Figure 3.10: Unconstrained static gravity field models compiled (a) solely from
the GRACE data sets and from the combinations of these data with (b) the GOCE
kinematic orbits alone and (c) the GOCE gravity gradients alone. The results are
presented in terms of geoid height differences from EGM2008 up to degree 180. The
maps are generated over a 0.5◦ × 0.5◦ grid, excluding the polar gaps in the GOCE
satellite’s spatial coverage. Their RMS values are (a) 0.501 m, (b) 0.301 m, and (c)
0.121 m.

same degree also show a reduction of the meridional stripes with the RMS
being reduced by almost 50 %, which explains two thirds of the aforemen-
tioned 75 % reduction when the actual gravity gradients participated. The
per-degree differences between the combined model produced with the actual
gravity gradients and its auxiliary counterpart is also included in Fig. 3.9b,
which are at the sub-centimetre level below degree 150. This implies that the
non-trivial contribution of the GOCE gravity gradients, i.e., the part of their
contribution that cannot be explained by their stabilization effect, are mostly
related to the coefficients above degree 150.
In the absence of the GOCE gravity gradients, an incorporation of its kine-
matic orbits also leads to a reduction of per-degree geoid height differences
(Fig. 3.9a). This reduction also starts at degree 120, gradually reaching about
36 % at degree 180. This is in contradiction with the fact that kinematic orbits
are mostly sensitive to gravity field signals in the range of low degrees. The
obtained results are explained by the impact of the normal matrix related to
GOCE kinematic orbits on a stabilization of the linear system of equations.



34 3. GRACE/GOCE global static gravity field modelling: results

This can be clearly seen from a comparison between Fig. 3.10a (related to
the GRACE-only model) and Fig. 3.10b (related to the model based on the
GRACE data and GOCE kinematic orbits alone). The incorporation of the
GOCE kinematic orbits has led to a reduction of meridional stripes as a result
of a more accurate estimation of high-degree sectorial and near-sectorial coef-
ficients. To provide further support for this explanation, I compile a second
auxiliary model by replacing these data with time series filled with zeroes. This
auxiliary model is presented in Fig. 3.9b in terms of per-degree geoid height
differences from EGM2008. One can see that the corresponding curve almost
coincides with its counterpart related to the model based on the actual GOCE
kinematic orbits. In the spatial domain, the map of geoid height differences
of the auxiliary model from EGM2008 (not shown) is also very similar to the
one related to the model produced with the actual GOCE kinematic orbits
(Fig. 3.10b). The RMS differences related to the former model is 0.319 m,
which means that approximately 36 % out of the 40 % reduction in the RMS
value after the incorporation of the GOCE kinematic orbits is related to the
impact of their normal matrix.
The obtained results also suggest that an incorporation of GOCE kinematic
orbits does not lead to a further improvement of a static gravity field model
when GRACE data and GOCE gravity gradients are already incorporated.
This can be clearly seen from a comparison of the GRACE/GOCE model
produced from all the data sets and the one compiled in the presence of only
the gravity gradients, which yield almost coinciding curves (Fig. 3.9a). The
per-degree geoid height differences between these two models (also shown in
Fig. 3.9a) are at the sub-millimetre level below degree 190 and hardly exceed
a few millimetres above that degree. In addition, practically no difference can
be visually identified in the spatial domain between the maps of geoid height
differences of these two models from EGM2008 (not shown). The correspond-
ing RMS differences equal 0.387 m for both models. Furthermore, the RMS
geoid height differences between these two models themselves (up to degree
250) is only 0.008 m. Thus, I associate the added value of the GOCE mission
to the static gravity field modelling entirely with its gravity gradients.

3.5 DGM-1S: comparison and validation

In this section, I present a preliminary analysis of DGM-1S by comparing it
and three alternative GRACE/GOCE models, namely, GOCO01S, EIGEN-
6S, and GOCO02S, as well as ITG-Grace2010s with EGM2008 in terms of
geoid heights (the first subsection). Furthermore, I perform a validation of
DGM-1S and the other five models under consideration using an independent
model of the oceanic MDT (the second subsection).
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Figure 3.11: DGM-1S in terms
of geoid height differences with
respect to EGM2008 up to
spherical harmonic degree 250.
The map is generated over a
0.5◦ × 0.5◦ global grid. The
RMS of the difference is equal to
0.237 m.

The procedure applied to produce DGM-1S is already described in sections 3.2
and 3.3. A brief description of the other models is given below.

(i) ITG-Grace2010s is complete to degree 180 and based on seven years of
GRACE KBR and kinematic orbit data (August 2002 – August 2009).

(ii) GOCO01S is complete to degree 224 and based on a combination of ITG-
Grace2010s with two months of GOCE SGG data (November – December
2009).

(iii) GOCO02S is complete to degree 250 and based on a combination of ITG-
Grace2010s with eight months of GOCE SGG data, 12 months of GOCE
kinematic orbit data, eight years of the CHAMP kinematic orbit data,
and five years of SLR data from five satellites.

(iv) EIGEN-6S is complete to degree 240 and based on 7.5 years of GRACE
KBR and kinematic orbit data (January 2003 – June 2009), 6.7 months
of GOCE SGG data (November 2009 – June 2010), and 6.5 years of SLR
data from Laser Geodynamics Satellites (LAGEOS). I recall that I only
consider the static part of this model.

(v) EGM2008 is complete to degree 2159 with some coefficients to degree
2190. It is based on a combination of ITG-Grace03 with an extended set
of terrestrial gravimetry and satellite altimetry data.

3.5.1 Preliminary analysis

DGM-1S is presented in Fig. 3.11 in the spatial domain in terms of geoid height
differences from EGM2008 up to degree 250. Expectedly, it reveals relatively
large differences over the continental areas with a poor coverage with ter-
restrial gravimetry measurements (Equatorial Africa, Himalayas, and South
America), where the quality of EGM2008 is relatively low. The opposite is,
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Figure 3.12: Per-degree geoid
height differences between
EGM2008 and the other five
gravity field models under
assessment.
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however, observed over the continental areas well covered with these measure-
ments (Australia, North America, and the northern part of Eurasia), where
EGM2008 represents the static part of the gravity field quite well. Since it is
unreasonable to expect a degraded performance of the GOCE mission over the
poorly surveyed continental areas, I interpret larger differences there as mostly
inaccuracies in EGM2008. This issue is confirmed in chapter 4. Furthermore,
Fig. 3.11 expectedly reveals relatively small differences over the majority of
the oceanic areas, where EGM2008 shows a high accuracy due to the usage
of satellite altimetry data (see Sandwell and Smith, 2009). At the same time,
it reveals relatively large differences in a few oceanic areas that are mostly
located in the Pacific Ocean. This issue is discussed in section 3.5.2.
I compare DGM-1S and the other five models under consideration with
EGM2008 in terms of geoid height differences. The results are presented in
terms of per-degree differences (Fig. 3.12) and of cumulative RMS differences
for selected degrees (Table 3.2). The latter ones are computed globally over
a 0.5◦ × 0.5◦ grid. Figure 3.12 and Table 3.2 reveal some differences in the
consistency of the five models with EGM2008, particularly below degree 60
and above degree 150. DGM-1S shows in most cases a similar or a better
agreement with EGM2008 as compared to the other models, particularly at
high degrees. Nevertheless, such a comparison hardly allows conclusions to be
drawn regarding the actual accuracy of DGM-1S or the other five models un-
der consideration. The following questions remain open: (1) How to interpret
the disagreement between EGM2008 on the one hand and the other five mod-
els on the other hand that rapidly increases above degree 50? Is it an evidence
of a lower quality of EGM2008 or an indication of an insufficient accuracy of
the other five models? (2) Is it fair to interpret a relatively poor agreement
of ITG-Grace2010s, GOCO01S, and EIGEN-6S with EGM2008 as an indi-
cation of a lower accuracy of these three models as compared to GOCO02S
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Table 3.2: The cumulative RMS geoid height differences (in centimetres) between
five gravity field models and EGM2008. They are computed globally over a 0.5◦ ×0.5◦

grid.

Degree ITG-Grace2010s GOCO01S EIGEN-6S GOCO02S DGM-1S
10 0.05 0.11 0.18 0.06 0.05
15 0.05 0.11 0.18 0.06 0.06
30 0.06 0.11 0.18 0.06 0.06
60 0.11 0.15 0.21 0.11 0.11
90 2.22 2.22 2.23 2.22 2.22
120 5.88 5.87 5.94 5.88 5.90
150 9.41 9.05 9.43 9.03 9.12
180 25.4 12.8 12.6 12.0 12.1
210 - 19.4 17.1 16.2 15.9
224 - 22.8 20.1 18.8 18.5
240 - - 24.6 22.2 21.8
250 - - - 24.1 23.6

and DGM-1S? (3) Is it fair to state that the accuracy of models that match
EGM2008 equally well is equal? Thus, a fair comparison between the models
under consideration requires a validation of them against independent sets of
control data. To that end, in the next subsection, I utilize one of traditional
validation approaches. That is, I utilize an independent model of the oceanic
MDT to perform a validation of all the six global static gravity field models
under consideration.

3.5.2 Validation with an independent MDT model

The first part of this subsection descries the method that I use to validate a
static gravity field model against an independent MDT model. In addition,
the input data required for an application of this method are introduced in the
first part. The second part presents and analyses the results of its application
to the global static gravity field models under consideration.

3.5.2.1 Methodology

The MDT ζ is defined as difference of ellipsoidal heights of the Mean Sea Sur-
face (MSS) h and those of the geoid N (e.g., Wunsch and Gaposchkin, 1980),
provided that h and N are defined in a geometrically consistent manner (i.e.,
that they are assigned to the same reference ellipsoid and the same permanent
tide system):

ζ = h − N. (3.2)
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Figure 3.13: The CNES-
CLS09 MDT model. It is
provided on a 0.25◦ × 0.25◦ grid
covering the world’s oceans in
the latitudinal range 79.125◦S
– 80.625◦N. Its minimum,
maximum, and mean values
are −1.695 m, 1.807 m, and
0.256 m, respectively.
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I use this equation to transform static gravity field models under consideration
into MDT models. To mitigate the spectral inconsistency between MSS and
satellite-only geoid models (see, e.g., Losch et al., 2002; Albertella and Rum-
mel, 2009; Slobbe et al., 2012), I augment the latter ones with a band-limited
geoid model based on EGM2008.
I use CNES-CLS09 MDT model (Rio et al., 2011) as control, against which
I compare the MDT models obtained from the gravity field models. CNES-
CLS09 is available over a 0.25◦ × 0.25◦ grid covering the world’s oceans in the
latitudinal range 79.125◦S – 80.625◦N (Fig. 3.13). It is fully independent from
GOCE data. However, it is to some extent dependent on GRACE data, as a
GRACE-based preliminary MDT model was used as the initial guess. Rio et
al. (2011) obtained this initial guess using Eq. (3.2) and a GRACE-only geoid
model. Before using it, they filtered this initial guess to remove noise at spatial
scales smaller than 400 km. Thus, CNES-CLS09 cannot be considered as an
independent source of information about the MDT at the spatial scales larger
than 400 km. I ignore this limitation. There is another limitation. It lies
within the fact that Rio et al. (2011) improved their initial guess by incorpo-
rating, among others, satellite-altimetric sea level anomalies. They are partly
from the same sources as those contributed to the development of EGM2008.
Those data were used in the production of EGM2008 after a filtering to remove
their noise at the spatial scales larger than 180 km wavelength (Sandwell and
Smith, 2009). This undermines the independence of validation results to be
obtained for EGM2008 at the spatial scales smaller than 180 km. I ignore this
limitation, too.
In the conversion of the gravity field models into the corresponding MDT
models, I use the DNSC08 MSS model, which is available over the world’s
oceans on a 1′ × 1′ grid (Andersen and Knudsen, 2009). I apply to it a 0.25◦ ×
0.25◦ non-weighted averaging to make it consistent with the grid of CNES-
CLS09.
DGM-1S is used to compute the geoid heights on a 0.25◦ × 0.25◦ grid to be
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Figure 3.14: The band-limited
geoid model synthesized from
EGM2008 in the degree range
251 till 720 over the world’s
ocean on a 0.25◦ × 0.25◦ grid.
Its peak and RMS values are
5.806 m and 0.261 m, respec-
tively.

consistent with the grid of CNES-CLS09. It is augmented with a band-limited
geoid model synthesized from EGM2008 in the range from degree 251 till 720
to be of the same spatial resolution as CNES-CLS09 (i.e., 0.25◦). This band-
limited geoid model is exhibited in Fig. 3.14. One identifies in this picture the
gravitational signature of the oceanic trenches, reaching 6 m. This signature
is present in DNSC08, too. Ignoring it in a geoid model would lead to large
errors in the resulting MDT model.
In the computation of the MDT model, I exclude data points where the MDT
exceeds ±2.5 m (715 data points out of a grand total of 629,447). In view of
the range of CNES-CLS09 (i.e., between −1.695 m and 1.807 m), these points
are considered as outliers. It is found that they are mostly located along the
coasts. Hence, their likely origin is DNSC08, considering the fact that satellite
altimetry data are relatively inaccurate over shallow waters.

3.5.2.2 Application and analysis

The MDT model obtained from DGM-1S is shown in Fig. 3.15a. For a com-
parison, five more MDT models are obtained with Eq. (3.2) from the other
gravity field models and using the same procedure. For the sake of brevity, I
hereafter address the obtained MDT models by the name of the correspond-
ing gravity field models. A comparison between Figs 3.15 and 3.13 allows me
to conclude that in general there is a good agreement between these MDT
models and CNES-CLS09. Nevertheless, ITG-Grace2010s and the combined
GRACE/GOCE MDT models show high frequency spatial features, which
cannot be seen in CNES-CLS09. These features are not consistent with the
nature of the MDT either. Later, I inspect them further.
The difference between the MDT models obtained from the gravity field mod-
els under consideration is plotted in Fig. 3.16. Hereafter, I formulate dif-
ferences between the models in the form of percentages. To that end, in a
comparison between a pair of models, I assign 100 % to the one whose misfit
to the control data is larger. With this in mind, RMS misfits shown in the
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Figure 3.15: The (a) DGM-1S, (b) EGM2008, (c) GOCO02S, (d) EIGEN-6S, (e)
GOCO01S, and (f) ITG-Grace2010s MDT models. The maps are generated on a
0.25◦ × 0.25◦ gird.

caption to Fig. 3.16 suggest that DGM-1S agrees with CNES-CLS09 better
than GOCO02S by about 3 %. Figure 3.16 allows one to visually identify
slightly smaller differences in the case of DGM-1S as opposed to GOCO02S,
particularly at high latitudes. Importantly, Fig. 3.16g reveals expected stripes
in ITG-Grace2010s.
Furthermore, the RMS misfits suggest that ITG-Grace2010s, GOCO01S, and
EIGEN-6S MDT models agree with the control data worse than DGM-1S by
about 16 %, 2 %, and 8 %, respectively. One may argue that this may have
been caused by the fact that the former models are complete respectively to
degree 180, 224, and 240, whereas the latter one to degree 250. To verify that,
I truncate all the models at degree 180, 224, and 240. In addition, I truncate
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Figure 3.16: The difference of (a) DGM-1S, (b) EGM2008, (c) GOCO02S, (d)
EIGEN-6S, (e) GOCO01S, and (f) ITG-Grace2010s MDT models from CNES-CLS09.
The maps are generated on a 0.25◦ × 0.25◦ gird and their respective RMS values are
(a) 0.254 m, (b) 0.179 m, (c) 0.261 m, (d) 0.277 m, (e) 0.258 m, and (f) 0.304 m.

them at degree 200, i.e., the maximum degree to which an accurate GOCE
gravity field retrieval is expected according to the mission objectives. Then, I
repeat the procedure. The RMS misfits related to all the six models are pre-
sented in Table 3.3. In addition, differences of the DGM-1S MDT model from
CNES-CLS09 obtained after the truncation at degree 240, 224, and 180 are
shown in Fig. 3.17. Table 3.3 shows that DGM-1S agrees with CNES-CLS09
better than ITG-Grace2010s, GOCO01S, and EIGEN-6S by respectively 40 %,
16 %, and 13 % when DGM-1S is truncated consistently at maximum degree
of the latter models. Thus, the differences are now even larger than those in
the initial setup. This can also be visually identified by comparing the maps
shown in Fig. 3.17 with those shown in the right panel of Fig. 3.16.
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Table 3.3: The RMS misfits (in meters) of the obtained MDT models from the
CNES-CLS09 MDT model as a function of spherical harmonic degree above which
the corresponding geoid models are augmented with the EGM2008 model. They
are computed in the world’s oceans in the latitudinal range 79◦S – 81◦N over a
0.25◦ × 0.25◦ global grid.

Degree EGM2008 ITG- GOCO01S EIGEN- GOCO02S DGM-
Grace2010s 6S 1S

250 0.179 - - - 0.261 0.254
240 0.179 - - 0.277 0.247 0.240
224 0.179 - 0.258 0.236 0.221 0.216
200 0.179 - 0.214 0.199 0.192 0.190
180 0.179 0.304 0.190 0.186 0.183 0.183
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Figure 3.17: The difference of the DGM-1S MDT model from the CNES-CLS09
MDT model after the truncation at spherical harmonic degree (a) 240, (b) 224,
and (c) 180. The maps are respectively consistent with those related to EIGEN-6S,
GOCO01S, and ITG-Grace2010s (Figs. 3.16d – 3.16f) in maximum spherical harmonic
degree. They are generated on a 0.25◦ × 0.25◦ global gird and their RMS values are
(a) 0.240 m, (b) 0.216 m, and (c) 0.183 m.
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It is worth noting that GOCO01S in the initial setup shows smaller RMS
misfit than GOCO02S. I explain it by the fact that the former model in the
initial setup is augmented above degree 224 unlike the latter model, which
is augmented above degree 250. This means that GOCO01S in the initial
setup benefits more from the high quality of EGM2008 at high degrees. When
GOCO02S is truncated at degree 224, it shows a better match to the control
data than GOCO01S (Table 3.3).
On the other hand, the MDT models based on DGM-1S and the other com-
bined GRACE/GOCE models show a much worse agreement with CNES-
CLS09 than the EGM2008 MDT model (by 30 – 35 %). In particular, they
systematically show relatively large differences in the Pacific Ocean. They
show an increased level of inconsistency at high spatial frequencies, too. This
is likely due to a relatively poor performance of DGM-1S and the other com-
bined GRACE/GOCE models at high degrees, particularly above degree 200.
Figure 3.18 presents the differences between these MDT models and CNES-
CLS09 obtained after the truncation of the combined GRACE/GOCE models
at degree 200. The map related to EGM2008 is also included to facilitate the
comparison. One can see from Fig. 3.18 and Table 3.3 that the MDT models
based on the combined GRACE/GOCE models still agree with CNES-CLS09
worse than EGM2008, but the differences are now reduced to only 6 – 16 %.
A part of the high-frequency inconsistencies identified in the case of the
GRACE/GOCE models may have been also caused by an artificial jump in-
troduced when these models are augmented with EGM2008. To verify this
hypothesis, I introduce a transition range where coefficients are defined via a
weighted averaging using the tapered cosine function as the averaging weight.
This range is defined as 200 – 224 in the case of GOCO01S, 200 – 240 in the
case of EIGEN-6S, and 200 – 250 in the case of GOCO02S and DGM-1S. The
differences between the resulting MDT models and CNES-CLS09 still show
high-frequency inconsistencies (Fig. 3.19). The RMS differences in this setup
for GOCO01S, EIGEN-6S, GOCO02S, and DGM-1S are 0.228 m, 0.218 m,
0.212 m, and 0.208 m respectively. Thus, EGM2008 as opposed to these mod-
els still shows a better agreement with CNES-CLS09 (by 15 – 22 %). Thus,
the tests conducted so far do not allow added value of GOCE data in the
oceanic areas to be seen.
To investigate this issue further, I produce MDT models based on the con-
sidered gravity field models up to truncation degree in the range 2 – 250 in
the same manner as in the initial setup (i.e., without a tapered cosine weight-
ing). The RMS differences of the resulting MDT models from CNES-CLS09
are plotted in Fig. 3.20 as a function of the truncation degree. The results
related to ITG-Grace2010s are included for the completeness. One can see in
Fig. 3.20b that three of the combined GRACE/GOCE MDT models, namely,
GOCO01S, GOCO02S, and DGM-1S, do show slightly smaller RMS misfits
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Figure 3.18: The difference of the (a) DGM-1S, (b) EGM2008, (c) GOCO02S, (d)
EIGEN-6S, and (e) GOCO01S MDT models from CNES-CLS09 when the combined
GRACE/GOCE models are truncated at degree 200. The maps are generated on a
0.25◦ × 0.25◦ gird. Their RMS values are (a) 0.190 m, (b) 0.179 m, (c) 0.192 m, (d)
0.199 m, and (e) 0.214 m.

than EGM2008 in the degree range 110 – 155. In the case of a higher trun-
cation degree, RMS misfits for all the considered combined GRACE/GOCE
models rapidly exceed that of EGM2008. It is worth noticing in Fig. 3.20b
the range of degree from 80 till 110, where DGM-1S and the other combined
GRACE/GOCE models show slightly larger RMS misfits than EGM2008. I
explain it by the previously mentioned jump between the coefficients of the
combined GRACE/GOCE models and those of EGM2008 at the degree above
which the former models are augmented with the latter one. To demonstrate
that, I perform such a combination at each degree via a weighted averaging
the weights being defined by the tapered cosine function. To that end, I define
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Figure 3.19: The difference of the (a) DGM-1S, (b) EGM2008, (c) GOCO02S, (d)
EIGEN-6S, and (e) GOCO01S MDT models from CNES-CLS09 when the combi-
nation of EGM2008 and the combined GRACE/GOCE models is performed via a
weighted averaging using the tapered cosine function as the averaging weight. The
maps are generated on a 0.25◦ × 0.25◦ gird. Their RMS values are (a) 0.208 m, (b)
0.179 m, (c) 0.212 m, (d) 0.218 m, and (e) 0.228 m.

for each truncation degree a 40-degree wide transition range centred at that
degree. The RMS differences of the resulting MDT models from CNES-CLS09
are plotted in Fig. 3.21. One can see that the increased discrepancy in the
degree range 80 – 110 observed in Fig. 3.20b now disappears.
Another positive outcome of this setup is that Fig. 3.21 as compared to
Fig. 3.20b allows one to identify a larger degree range where DGM-1S shows
smaller RMS misfits than EGM2008: 80 – 170. It also reveals the differences
in this degree range in a slightly more pronounced manner. Those differences
are, however, still marginal (not more than 1 %). Besides, they can only be
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Figure 3.20: The cumulative RMS differences of the obtained MDT models from
CNES-CLS09 as a function of truncation spherical harmonic degree. The considered
degree range is (a) 2 – 250 and (b) 50 – 175.

Figure 3.21: The same as
Fig. 3.20b, but the combina-
tion of the EGM2008 model and
the other gravity field models
at each truncation spherical har-
monic degree is performed with a
weighted averaging using the ta-
pered cosine function as the av-
eraging weight.
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partly related to the added value of the GOCE data as ITG-Grace2010s also
shows smaller RMS misfits than EGM2008 in a large part of the aforemen-
tioned degree range.
Given the fact that EGM2008 uses ITG-Grace03 as GRACE pseudo data,
there may be two explanations for the latter observation: (i) the usage of
more GRACE data in ITG-Grace2010s than its predecessor, i.e., ITG-Grace03;
and (ii) a loss of information content of ITG-Grace03s in the production of
EGM2008. To verify these hypotheses, I also include in Fig. 3.21 the results
related to ITG-Grace03. A comparison between these results and those related
to ITG-Grace2010s allows me to conclude that the first explanation is likely
close to the truth. However, the second one has also played a role. In the next
two chapters, I will demonstrate using the other sources of independent data
that EGM2008 has experienced a loss of information content of ITG-Grace03
in some areas, including the oceans.
The validation of DGM-1S based on an independent MDT model provides use-
ful insights into its quality over the world’s oceans. To assess its accuracy also
in the continental areas, I develop and perform a novel validation methodology
based on independent satellite gravimetry data. This allows the accuracy of
DGM-1S and the other considered gravity field models to be further analysed
over the oceanic areas, too. This new validation methodology and the results
of its application are documented in the next chapter.

3.6 Summary, discussion, and conclusions

A new combined GRACE/GOCE model entitled DGM-1S was developed. In
its production, KBR data were used in the form of range combinations. Grav-
ity gradients were processed in the GRF. Kinematic orbits were used in the
form of 3-D average accelerations. All these data were reduced to residuals
from ITG-Grace2010s. Frequency-dependent data weighting was applied to
deal with the colored noise and ensure an optimal data combination. It was
found that noise in residual range combinations shows rather strong month-
to-month time variability. To account for that, I built and used individual
stochastic noise model for each month.
In the production of DGM-1S, I used GRACE data in February 2003 – De-
cember 2009. One may argue that these data in February 2003 – August 2009
were already incorporated into ITG-Grace2010s so that it was unnecessary to
consider them again. However, I did not have an access to the full noise co-
variance matrix of that model, so that a re-usage of GRACE data was needed
to combine them with GOCE data in a statistically optimal manner. Besides,
this matrix is huge in size and it would be technically problematic to use it
anyway.
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The analysis performed in the absence of regularization indicated that the
low-frequency noise in GOCE residual gravity gradients should be eliminated
up to 1 cpr frequency prior to the inversion. It was shown that this noise could
lead to a degradation of the model quality above degree 100 in the combined
GRACE/GOCE gravity field retrieval. One may view this as counter-intuitive.
However, this can be explained by the facts that (i) low-frequency noise in the
time domain maps onto zonal and nearly zonal coefficients to the highest
degree considered in the static gravity field modelling (in the case of a nearly-
polar satellite orbit); and (ii) the quality of a combined GRACE/GOCE model
below degree 120 is predominately controlled by KBR data.
In the production of DGM-1S, it was shown that an improvement of the
stochastic model of noise in GOCE residual gravity gradients using a newly
computed GRACE/GOCE model leads to only a marginal improvement of
the final gravity field model and only at relatively high degrees (above degree
180).
Prior to the production of DGM-1S, I attempted to identify the contribution
of GOCE kinematic orbits and gravity gradients, separately and jointly, in the
unconstrained gravity field retrieval in the presence of GRACE data. In doing
so, I found it important to distinguish between the non-trivial contribution of
GOCE data and the trivial one. The latter is a part of their contribution that
can be explained by the stabilization effect of the normal matrix related to
them. I refer to it as trivial, because it can also be achieved by a regularization
and without a need to use real data. GOCE kinematic orbits in the absence of
gravity gradients were found to provide a contribution above degree 120. That
was, however, shown to be almost entirely trivial. The experiment allowed the
contribution of GOCE gravity gradients to be identified above degree 120. At
degree 180, the usage of those data led to a 75 % reduction of geoid height
errors. However, nearly two thirds of this reduction was found to be trivial.
The non-trivial portion of the contribution was found to be related to the
coefficients above degree 150. Furthermore, it was found that the incorporation
of GOCE kinematic orbits in the presence of GRACE data and GOCE gravity
gradients does not lead to a trivial or not-trivial contribution. The implication
is that the added value of the GOCE mission to static gravity field models is
fully linked to the gravity gradiometry data acquired by this mission.
The performance of DGM-1S was compared with that of three of alterna-
tive GRACE/GOCE models (GOCO01S, EIGEN-6S, and GOCO02S) using
CNES-CLS09: an oceanographic MDT model, fully independent from GOCE
data, and covering almost the entire world’s oceans. DGM-1S was found to
match CNES-CLS09 better than GOCO01S, EIGEN-6S, and GOCO02S by
about 16 %, 13 %, and 3 %, respectively, in terms of RMS misfits (having
considered DGM-1S up to the maximum degree of the model against which it
is compared). ITG-Grace2010s and EGM2008 were included in this test, too.
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The combined GRACE/GOCE models were found to perform much better
than ITG-Grace2010s in this test. Importantly, the test succeeded to reveal
the expected stripes in ITG-Grace2010s. To perform an assessment of the
added value of the GOCE mission over the oceanic areas, I looked into the
test results obtained for the combined (satellite-only) GRACE/GOCE models
and those related to EGM2008. The test did not allow the GOCE mission’s
added value in the world’s ocean to be seen when DGM-1S (or the other consid-
ered combined GRACE/GOCE models) were considered up to their maximum
degree. In contrast, it suggested that these models are influenced by a high-
frequency random noise mostly above degree 200. When these models were
truncated at degree 200 or lower degrees, the results obtained for three of the
combined GRACE/GOCE models (DGM-1S, GOCO01S, and GOCO02S) did
eventually reveal a marginal model improvement in the degree range 80 – 170
due to the usage of GOCE data.
Importantly, from the validation based on the control MDT model, the
relatively large geoid height differences between DGM-1S and EGM2008
(Fig. 3.11) in some areas in the Pacific ocean (reaching in most cases ±70 cm)
were found to be mostly related to inaccuracies of DGM-1S. The reason for
that remains to be identified.
In this thesis, GOCO03S, i.e., a latest combined GRACE/GOCE model, is not
included in the list of models assessed. That model uses 18 months of GOCE
gravity gradients. This is much more than that was used in the production
of the combined GRACE/GOCE models tested. Nevertheless, it has been
shown in (Farahani et al., 2013b) that all the problems that are revealed for
the combined GRACE/GOCE models in the validation against the control
MDT model (i.e., the presence of systematic errors in the Pacific ocean and
high-frequency random inaccuracies) are present in GOCO03S, too. Of course,
these problems manifest themselves in that model in a slightly less pronounced
manner. For instance, GOCO03S as compared to EGM2008 shows a larger
RMS misfit to CNES-CLS09: by about 4 % (when GOCO03S is augmented
with EGM2008 above degree 200). In the case of GOCO02S, this mismatch
was found to be only slightly larger: about 7 %.
Finally, it is worth mentioning that in my dissertation (with the exception
of chapter 7) I extracted KBR data from the release 1 of GRACE level-1B
data. These data contain systematic inaccuracies identified by Horwath et al.
(2011). Besides, I used an early release of GOCE gravity gradients in my re-
search. More specifically, those re-produced based on the improved calibration
methodology (Siemes et al., 2012) were not used in my work. Therefore, more
accurate gravity field models might be produced with the presented method-
ology when the latest releases of these data are used. In addition, GOCE
satellite is still delivering new data, which are highly anticipated to improve
gravity field models further.





4 Validating global static gravity
field models using KBR and gra-
diometry data

This chapter is based to a large part on a manuscript pub-
lished by Farahani et al. (2013a), who developed a new proce-
dure for validating global static gravity field models using inde-
pendent GRACE KBR data and GOCE gravity gradients, i.e.,
data that have not been used in the production of models under
consideration. They applied that procedure to a number of re-
cent models: GRACE-only models (e.g., ITG-Grace2010s), com-
bined satellite-only GRACE/GOCE models (e.g., DGM-1S), and
EGM2008. That application led not only to a validation of those
models, but also to a quantification of the added value of the GOCE
mission to the static gravity field modelling all over the globe, in-
cluding the oceans.

4.1 Introduction

The primary objective of this chapter is to extend the set of tools for validation
of global static gravity field models. To that end, I introduce an alternative
validation procedure, in which the accuracy of models is assessed in terms of
their ability to forecast data delivered by satellite gravity missions themselves.
Two types of control data are considered: KBR data from the GRACE mission
and gravity gradients from the GOCE mission. Each of them has its pros and
cons. The KBR measurements contain extremely accurate information about
the gravity field. These measurements are particularly sensitive to signals
at relatively low degrees, so that even temporal gravity field variations due
to, e.g., natural mass transport, can be reliably sensed (Wahr et al., 1998).
They contain also some information about the gravity field signal up to high
degrees: 180 or even higher (Ditmar et al., 2012). In addition, these data
cover practically the entire surface of the Earth due to a nearly polar orbit of
the GRACE satellites. Unfortunately, the sensitivity of KBR data is highly
anisotropic. They are much more sensitive to the North-South variations of
the gravity field than to the East-West ones. This can be easily understood
from the fact that the GRACE configuration can be seen as a realization of a
very large, one-component, along-track gradiometer (Keller and Sharifi, 2005).
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Most of the time, the arm of this gradiometer is nearly parallel to the merid-
ional direction and, therefore, almost “blind” to the East-West gravity gradi-
ents. The implication is that a validation based on KBR data alone cannot
provide comprehensive information about the quality of models. In contrast,
GOCE gravity gradients contain information about spatial variations of the
gravity field in all directions. Furthermore, the extraordinary low altitude
of the GOCE satellite facilitates a high sensitivity of these measurements to
small-scale spatial variations of the gravity field, namely, to signals up to de-
gree 200 – 250. A drawback of these measurements is an increased noise level
at low frequencies, especially at those associated with spherical harmonics of
degree 27 and below (Rummel et al., 2011). Furthermore, the geographical
distribution of GOCE measurements suffers from polar gaps of approximately
1500 km in diameter. Thus, I find it essential to consider control data of both
types to benefit from the advantages of each of them.

Generally, it is always advisable to utilise only independent data for the model
validation. In this thesis, I define independent data as those that have not
been incorporated into models under consideration. In this manner, I reduce
the likelihood of misleadingly obtaining the most favourable results for the
models in the computation of which GRACE KBR data and/or GOCE gravity
gradients have been over-weighted. Fortunately, acquiring independent data
of these types is currently not a problem, as both the GRACE and GOCE
missions are still operational and keep delivering new measurements.

In this chapter, I apply the proposed validation methodology to DGM-1S
and five other global static gravity field models already mentioned in the
previous chapter: EGM2008 as a state-of-the-art pre-GOCE model based on
GRACE and terrestrial gravimetry/satellite altimetry data; ITG-Grace2010s
as a state-of-the-art GRACE-only model; and three combined satellite-only
GRACE/GOCE models, namely, GOCO01S, EIGEN-6S, and GOCO02S. A
brief description of these five models can be found in the previous chapter
(section 3.5).

The chapter is structured as follows. Section 4.2 is devoted to the description of
the validation methodology. The results of its application to the six considered
models (EGM2008, ITG-Grace2010s, GOCO01S, EIGEN-6S, GOCO02S, and
DGM-1S) are presented in section 4.3. In that section, I (i) compare the per-
formance of the combined GRACE/GOCE models; and (ii) study the added
value of the GOCE mission to the static gravity field modelling. The latter
is performed by comparing the performance of the combined (satellite-only)
GRACE/GOCE models with that of either EGM2008 or ITG-Grace2010s de-
pending on which of the two performs better in a given geographical region.
Section 4.4 is left for a summary, discussion, and conclusions.
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4.2 Methodology

In this section, I describe (i) the way in which GRACE KBR and GOCE SGG
control data are exploited in the validation methodology (the first subsection);
(ii) the way in which misfit of static gravity field models to these data are
computed (the second subsection); and (iii) further steps that are required
prior to the usage of misfit data for an assessment of the quality of the models
(the third subsection).

4.2.1 Validation data

Similar to the model production, described in the previous chapter, GOCE
gravity gradients in the validation procedure are processed in the GRF. Im-
portantly, these measurements can be considered as “in situ”. This means that
each of them reflects the gravity field only in the vicinity of the measurement
point. In other words, the functional model that relates parameters of the
gravitational field with these data is “local”. Only the accurately measured
components in these data are used in the validation of the models. This in-
cludes the diagonal components plus the only accurately measured off-diagonal
component, i.e., Vxz = ∂2V

∂x∂z , which is hereafter referred to as the xz compo-
nent.
Local functional models are definitely preferable for a model validation, be-
cause they facilitate the model assessment in different geographical regions
individually. Thus, I utilise a local functional model in the context of KBR
control data, too. More specifically, I continue to use these data in the form
of range combinations.

4.2.2 Computing misfit data

The validation procedure makes use of misfits between model-based quantities
and observations. They are hereafter referred to as “GRACE misfit range
combinations” and “GOCE misfit gravity gradients”. The comparison between
sets of misfit data associated with various static gravity field models allows
conclusions to be drawn regarding the quality of those models.
The sets of GRACE misfit range combinations and GOCE misfit gravity gra-
dients are obtained with respect to static gravity field models to be assessed.
A set of these misfits is obtained in the same manner as a residual set of the
corresponding data type is produced with respect to an a priori gravity field
model in the context of model production (see section 2.3 in chapter 2). The
force model exploited to that end includes a static gravity field model to be
tested. Apart from that, the force model accounts for all the other contrib-
utors mentioned in chapter 3 (section 3.2). Additionally, in view of the high
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sensitivity of KBR data to the temporal variations of the gravity field (Wahr
et al., 1998), the long-term (i.e., with a characteristic time longer than one
month) gravity field variations are included in the force model. The need to ac-
count for these variations is explained in the following. At many geographical
locations, a prominent annual cycle of mass variations of hydrological origin
takes place. Moreover, in some regions (mostly located in the polar areas),
a steady accumulation or loss of mass occurs due to the postglacial rebound
and shrinking of polar ice sheets. Therefore, a discrepancy between a static
gravity field model and KBR control data collected at a certain moment of
time may reveal not only inaccuracies of the model, but also an evolution of
the gravity field in the course of time.
To mitigate the latter effect, I complement the force model with a term de-
scribed by Eq. (4.1), namely, a model m(LT)(t) of long term (LT) gravity
field variations. To that end, I use the release 4 of the Centre for Space Re-
search (CSR)’s GRACE-based monthly gravity field solutions m(CSR)(t) (Bet-
tadpur, 2007) processed with an anisotropic filter in accordance with (Kusche
et al., 2009). Before using these solutions, I correct them for a non-zero mean
m(CSR)(t):

m(LT)(t) = m(CSR)(t) − m(CSR)(t). (4.1)

The latter is computed as the mean of the monthly gravity field solutions
in the time interval that coincides with the one covered by KBR data used
in the production of the static gravity field model under assessment. The
necessity of this operation can be understood from the fact that the long-term
variations of the gravity field are not removed from KBR data prior to the
computation of a static gravity field model. Since KBR data are practically
the only source of information about the temporal gravity field variations,
such a model is nothing but the mean gravity field in the time interval covered
by KBR data used in its computation. Thus, by subtracting the non-zero
mean m(CSR)(t) computed over the same time interval, I ensure that m(LT)(t)
approximates nothing but the deviation of the instantaneous gravity field from
the reference level defined by the static gravity field model under consideration.
This deviation includes, among others, the annual variations and the linear
trend.

4.2.3 Suppressing noise

In the first instance, the validation is performed in the spectral domain on
the basis of the PSD of the obtained misfit data. However, a spectral analysis
of misfits does not allow identifying the geographical regions responsible for
those misfits. Therefore, I find it essential to analyse the misfit data sets in
the spatial domain as well. This requires improving signal-to-noise ratio in
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the sets of misfit data. It is worth noting that “signal” in the context of the
model validation is defined as inaccuracies of a given static gravity field model
propagated into the corresponding sets of misfit data.
As it was mentioned earlier, the misfit data of both types show an increased
level of noise at low frequencies. This noise exceeds the noise level at mid-
frequencies (which I define as 0.5 – 10 mHz and 5 – 100 mHz for GRACE range
combinations and GOCE gravity gradients, respectively) approximately 30
and 300 times in the case of the GRACE and GOCE misfit data, respectively.
In the misfits of the former type, this noise is eliminated using a high-pass
filter based on the seven-parameter empirical model, defined in the previous
chapter (section 3.3.1). The elimination of the low-frequency noise in the case
of GOCE misfit gravity gradients is achieved in a similar manner, but the
empirical model includes a bias, a linear trend, and periodic terms up to the
frequency 27 cpr:

r(t) = x0 + x1t +
27∑

k=1
{x(2k) cos kωt + x(2k+1) sin kωt}, (4.2)

where x0, x1, ..., and x55 are unknown parameters. The application of this
filter eliminates noise in GOCE misfit gravity gradients up to the frequency
27 cpr, which corresponds to the lower bound of the gradiometer measurement
band, i.e., 5 mHz.
Furthermore, I find it essential to suppress noise as a whole, including that in
the high-frequency range where the instrumental noise is particularly strong
(above 25 mHz and 100 mHz in the case of GRACE KBR data and GOCE
gravity gradients, respectively). To that end, I map the misfits onto the
Earth’s surface and compute their mean per ∆◦ × ∆◦ block, where ∆◦ is
the block size in degrees. In the case of KBR data, each block-mean value
is computed based on all measurements for which the mid-point between the
GRACE satellites is located inside that block. Assuming that noise in differ-
ent orbital tracks is uncorrelated, computation of block-mean values results
in the suppression of noise at least by the factor equal to the square root of
the average number of orbital tracks crossing the blocks. Thus, the longer the
duration of a control data set is, the better signal-to-noise ratio is expected.
The computation of block-mean values also leads to another positive outcome.
It acts as a low-pass filter. The GRACE and GOCE satellites cross the distance
of ∆◦ in about t∆◦ ≈ (∆◦×π/180◦)×6370

v seconds, where v ≈ 7.4 km
s and v ≈ 8 km

s
respectively denote the GRACE and GOCE satellites’ ground speed and 6370
is the Earth’s mean equatorial radius in kilometers. Thus, noise and signal
at the frequencies above f∆◦ = 1

t∆◦ Hz or equivalently above f∆◦ × 5400 cpr
(with 5400 being the satellites’ orbital revolution period in seconds) are largely
averaged out. The frequency f∆◦ × 5400 cpr can be approximately associated
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with spherical harmonic coefficients of degree L∆◦ = f∆◦ ×5400 and less. This
means that the validation of a model becomes largely limited to its coefficients
below degree L∆◦ . For instance, choosing ∆◦ equal to 6◦ or 3◦ associates
the outcome of the validation largely with the coefficients of models below
degree 60 or 120, respectively. Given a unique sensitivity of KBR data to
low degree spherical harmonics of the gravity field, this is extremely beneficial
when assessment of low degree coefficients of a model is the primary focus. In
that case, it is sufficient to choose ∆◦ in accordance with the maximum degree
up to which the validation of a model is to be performed.

4.3 Application

In this section, I use the methodology described above to perform a validation
of DGM-1S and the other five previously mentioned static gravity field models
(ITG-Grace2010s, GOCO01S, EIGEN-6S, GOCO02S, and EGM2008). I recall
that a brief description of these five models can be found in the previous
chapter (section 3.5). I truncate EGM2008 at degree 250 to be consistent with
the maximum degree of at least two of the combined GRACE/GOCE models
(GOCO02S and DGM-1S) and speed up the computations. In any case, the
satellite control data used in this study are hardly sensitive to signals above
degree 250.
The control data utilised for a validation of the static gravity field models under
consideration are: (i) GRACE range combinations covering all 12 months of
2010 (5-second sampling); and (ii) GOCE gravity gradients from March to
May 2011 (1-second sampling). Importantly, these data have not been used
in the production of any of the considered models. The original data are
converted into sets of misfits associated with these models as described in the
previous section. In the validation of the models, I also compare the ability of
GRACE KBR data and GOCE gravity gradients to reveal model inaccuracies.
To make this comparison equitable, I find it important to ensure the same
length of the data sets. Therefore, in addition to the yearly set of GRACE
range combinations, I also consider a subset of it with the length equal to that
of the considered GOCE gravity gradients (i.e., three months) using the data
collected in August – October 2010.

4.3.1 Validation against GRACE KBR data

4.3.1.1 Validation in the spectral domain

Figure 4.1 shows the PSD
1
2 of the sets of GRACE misfit range combinations

associated with the six aforementioned models. They are computed based on
data of February 2010. The shown frequency range in Fig. 4.1a is limited to
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Figure 4.1: The PSD 1
2 of the GRACE misfit range combinations in the frequency

ranges (a) 1.5 – 26 mHz and (b) 3 – 11 mHz. They are based on data of February
2010. A Gaussian smoothing has been applied to facilitate the comparison between
the curves.

the one in which a pronounced difference is observed between the performance
of EGM2008 and that of the other five models, whereas Fig. 4.1b zooms in
the frequency range 3 – 11 mHz, where some differences are observed between
consistencies of the latter models with the KBR control data.
Figure 4.1a allows one to conclude that EGM2008 is of much lower accuracy
than all the other considered models in the frequency range 5 – 22 mHz (27 –
120 cpr), which corresponds to signals at spatial scales of 800 – 180 km half
wavelength. Practically no difference can be identified in Fig. 4.1a between the
performance of the considered models above the upper bound of this frequency
range. ITG-Grace2010s and the four combined GRACE/GOCE models in this
representation seem to match the KBR control data almost equally well, so
that the corresponding five curves are hardly distinguishable in Fig. 4.1a.
However, the zoomed-in picture (Fig. 4.1b) allows some differences in the
model performance to be revealed in the frequency range 4 – 10 mHz (22
– 54 cpr), which corresponds to signals at spatial scales of 990 – 400 km
half wavelength. In this frequency range, DGM-1S shows a slightly better
agreement with the control data than the other combined GRACE/GOCE
models and ITG-Grace2010s.

4.3.1.2 Validation in the spatial domain

To begin with, I set ∆◦ equal to 1◦, which results in the elimination of the
high-frequency noise in misfit range combinations above 66 mHz. It also leads
to a suppression of noise as a whole with a factor of about

√
33 ≈ 5.7, where

33 is the average number of orbital tracks crossing one block in 2010. For the
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Figure 4.2: The GRACE 1◦ ×1◦ block-mean misfit range combinations obtained for
(a) EGM2008, (b) ITG-Grace2010s, (c) GOCO01S, (d) EIGEN-6S, (e) GOCO02S,
and (f) DGM-1S on the basis of the 1-year data set. The RMS misfits are (a)
0.667 µGal, (b) 0.382 µGal, (c) 0.382 µGal, (d) 0.387 µGal, (e) 0.382 µGal, and
(f) 0.378 µGal. The nine rectangular regions for which regional RMS misfits are
computed are marked in Fig. 4.2a with black dashed lines.

3-month data subset, this factor reduces to 3. It is important to note that the
chosen size of the blocks allows the gravity filed signal to be largely preserved,
since a full suppression of the signal would occur only around degree 360,
whereas all the considered gravity field models are complete, at maximum, up
to degree 250. This means that the “total” accuracy of the models is analysed
to the extent possible with KBR data. Figure 4.2 shows the sets of GRACE
1◦ × 1◦ block-mean misfit range combinations globally. The 112-km wide (in
diameter) polar gaps in the GRACE satellites’ spatial coverage are absent in
these maps.



4.3 Application 59

A visual inspection of the pictures presented in Fig. 4.2 suggests splitting the
continental areas into three categories: (1) areas that have a poor coverage
with terrestrial gravimetry measurements, where EGM2008 shows a relatively
poor agreement with the KBR control data, whereas the other considered
models match them much better (e.g., the Himalayas, the Northern part of
South America, and the Equatorial Africa); (2) areas that are well surveyed
by terrestrial gravimetry campaigns, where all the six models visually demon-
strate a good match to the control data (e.g., Australia, North America, and
the Northern part of Eurasia); and (3) polar areas with a systematic linear
trend in mass variations (which is mainly caused by a steady ice mass loss
there), where all the six models show an increased level of disagreement with
the control data (e.g., the South coast of Alaska, the Southern part of Green-
land, and the coast of Amundsen sea in Antarctica). In addition, I introduce
the fourth category: the world’s oceans within the latitudes 65◦S and 65◦N,
which is characterized by an excellent coverage with TOPEX/Poseidon satel-
lite altimetry data (see Sandwell and Smith, 2009). A good match with the
KBR control data is observed there for all the six considered gravity field
models.

In order to obtain some quantitative estimates, I define three rectangular
regions in the areas of the first, second, and third categories (nine regions in
total), which are marked in Fig. 4.2a with black dashed lines. In Table 4.1,
the RMS of the sets of GRACE 1◦ × 1◦ block-mean misfit range combinations
associated with the considered gravity field models are presented for each of
these nine rectangular regions as well as for the world’s oceans (65◦S – 65◦N)
and for the entire globe, both for the 1-year data set and the 3-month data
subset.

In this chapter, I continue to formulate performance differences between the
tested gravity field models in the form of percentages. To that end, in a
comparison between a pair of models, similar to the previous chapter, I assign
100 % to the one with a larger misfit to control data. The exception is when
one of the models in a pair is EGM2008. In that case, I find it more convenient
to always assign 100 % to this model no matter whether it performs better or
worse.
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According to Table 4.1, the 1-year data set as compared to the 3-month data
subset shows a significant reduction of misfit to the considered models: by 20
– 42 %. This is probably a consequence of a more efficient suppression of ran-
dom noise when a longer data set is considered. The exception is EGM2008
in the regions of the first category, where this reduction is only 5 – 6 %. This
is probably caused by the signal-to-noise ratio being in this case significantly
higher than in the other cases. On the other hand, for some combinations of
the region and model, this reduction approaches a factor of

√
12
3 = 2 (with 12

and 3 respectively being the lengths of the one-year data set and the three-
month subset in months), which is the maximum value one can expect under
the assumption that noise time series in different months are not correlated
with each other. This allows me to conclude that random noise in the control
data plays a substantial, if not dominant, role in the obtained RMS misfits.
Nevertheless, these RMS values still show some differences between the models
and between the regions, which means that they also contain valuable infor-
mation for a model validation. Further analysis is fully based on the misfits
to the 1-year data set, as they are proven to be less contaminated by random
noise.

The RMS misfits indicate that ITG-Grace2010s and the combined
GRACE/GOCE models demonstrate a much higher accuracy than EGM2008
in the regions from the first category: by 79 – 85 %. I find it worth discussing
the origin of this difference. EGM2008 utilised GRACE data by including the
GRACE-based ITG-Grace03 into the data combination. ITG-Grace03 uses
approximately one and half time less GRACE data than ITG-Grace2010s.
Therefore, the latter model is statistically expected to be more accurate than
the former one by a factor of only

√
1.5 ≈ 1.2 (or 20 %). This statistically ex-

pected better performance will be confirmed in the next chapter (section 5.2.1)
in the validation against the GOCE control gravity gradients. This means that
only a small portion of the performance difference between ITG-Grace2010s
and EGM2008 in the first category regions can be attributed to the contri-
bution of the extra KBR data incorporated into ITG-Grace2010s. The rest
of it can only be explained by a lower accuracy of EGM2008 as compared to
ITG-Grace03 in these areas. One may find this as an unexpected outcome.
Ideally, in an optimal combination of a GRACE-only model with terrestrial
gravimetry measurements, the resulting model should perform in the gravimet-
rically poorly surveyed continental areas at least as well as the GRACE-only
model. Nevertheless, as reported by Pavlis et al. (2012) themselves, a loss of
information content of ITG-Grace03 has indeed occurred in the production of
EGM2008 over the areas that are poorly surveyed gravimetrically. In the next
chapter (section 5.2.1), I utilise the proposed validation procedure to analyse
this deficiency further and present a quantification of its severity.
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Figure 4.3: The GRACE 1◦ ×
1◦ block-mean misfit range com-
binations obtained based on
DGM-1S without complement-
ing the force model with the
long-term gravity field varia-
tions, i.e., Eq. (4.1). The RMS
number is 0.443 µGal.
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Furthermore, Table 4.1 allows me to conclude that ITG-Grace2010s and the
combined GRACE/GOCE models consistently demonstrate a slightly higher
accuracy than EGM2008 in the regions from the second category (by 5 –
9 %) and in the “World’s oceans” (by about 11 %). In addition, Table 4.1
reveals a comparable performance of ITG-Grace2010s and of the four com-
bined GRACE/GOCE models in the regions belonging to the first and sec-
ond categories as well as in the “World’s oceans”. In most cases, DGM-1S
matches the KBR control data slightly better than the other models. For
instance, in “Himalayas” DGM-1S seems to outperform ITG-Grace2010s (or
GOCO02S), GOCO01S, and EIGEN-6S by about 2 %, 1 %, and 4 %, respec-
tively. Given the fact that ITG-Grace2010s is fully independent from GOCE
data and GOCO01S uses only a very limited set of these data, I find it worth
noting that these two models show practically the same agreement with the
KBR control data as EIGEN-6S, GOCO02S, and DGM-1S. They even show
a slightly smaller misfit than EIGEN-6S in some regions (e.g., in “Himalayas”
and “North Eurasia”: by 2 – 3 %). I explain this by a relatively low sensitivity
of the KBR control data to the contribution of the GOCE gravity gradients
exploited in the production of the combined GRACE/GOCE models, which
manifests itself at relatively high degrees (see Fig. 3.12 in the previous chap-
ter).
In the regions from the third category, DGM-1S fits the KBR control data by
9 – 19 % better than the other models. Though such a difference seems to
be substantial, I recommend interpreting it with a caution. The time-varying
gravity field signals in the regions of the third category are very strong. To
demonstrate that, I re-compute block-mean misfit range combinations with-
out including the CSR monthly solutions into the force model. The results
obtained in this way on the basis of DGM-1S are shown in Fig. 4.3. A compar-
ison of it with Fig. 4.2f demonstrates that these signals are largely removed in
the model validation procedure. It is very likely, however, that the CSR solu-
tions are unable to remove these signals from KBR data completely. This may
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Table 4.2: The RMS of the GRACE 3◦ × 3◦ (in the numerator) and 6◦ × 6◦ (in the
denominator) block-mean misfit range combinations (in µGal) per region obtained
from the 1-year data set.

Region EGM ITG- GOCO EIGEN- GOCO DGM-
2008 Grace2010s 01S 6S 02S 1S

“Himalayas” 0.993
0.184

0.116
0.059

0.116
0.057

0.130
0.072

0.116
0.058

0.104
0.052

“South America” 0.963
0.138

0.086
0.040

0.086
0.039

0.101
0.062

0.086
0.039

0.092
0.050

“Equatorial Africa” 0.783
0.124

0.094
0.047

0.095
0.048

0.101
0.052

0.095
0.048

0.089
0.041

“Australia” 0.113
0.049

0.096
0.057

0.094
0.053

0.101
0.059

0.095
0.056

0.088
0.048

“North Eurasia” 0.097
0.036

0.093
0.065

0.090
0.060

0.118
0.101

0.090
0.061

0.084
0.053

“North America” 0.092
0.040

0.111
0.079

0.109
0.078

0.135
0.106

0.109
0.078

0.097
0.063

“South Alaska” 0.266
0.134

0.263
0.216

0.261
0.215

0.260
0.173

0.263
0.219

0.209
0.149

“Amundsen sea coast” 0.475
0.032

0.569
0.186

0.571
0.191

0.623
0.156

0.572
0.192

0.452
0.124

“South Greenland” 0.230
0.143

0.256
0.216

0.258
0.220

0.303
0.264

0.259
0.221

0.200
0.158

“World’s oceans” 0.099
0.040

0.080
0.044

0.079
0.042

0.081
0.044

0.079
0.042

0.077
0.039

“Globe” 0.262
0.072

0.116
0.083

0.116
0.083

0.127
0.096

0.116
0.083

0.105
0.068

have been caused by a variety of reasons, e.g., a limited temporal resolution of
the CSR solutions (one month), a limited spatial resolution of them (degree
60), or a suppression of signal due to the anisotropic filtering. Consequently,
the RMS misfits obtained in the third category regions may be contaminated
with relatively large systematic errors.
Globally, the agreement of the EGM2008 model with the KBR control data
is worse than that of the other five models: by 42 – 43 %. The latter models
agree with these control data globally almost equally well (DGM-1S matches
these data by 1 – 2 % better than ITG-Grace2010s, GOCO01S, EIGEN-6S,
and GOCO02S).
Due to the fact that the accuracy of satellite-only models reduces with in-
creasing degrees (see Fig. 3.12 in the previous chapter), the validation based
on 1◦ × 1◦ blocks may be insufficiently sensitive to errors in the low-degree
coefficients. To shed more light on this issue, I perform the validation of the
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Figure 4.4: The GRACE 3◦ ×3◦ block-mean misfit range combinations obtained for
(a) EGM2008, (b) ITG-Grace2010s, (c) GOCO01S, (d) EIGEN-6S, (e) GOCO02S,
and (f) DGM-1S on the basis of the 1-year data set. The RMS misfits are (a)
0.262 µGal, (b) 0.116 µGal, (c) 0.116 µGal, (d) 0.127 µGal, (e) 0.116 µGal, and
(f) 0.105 µGal.

models using 3◦ × 3◦ and 6◦ × 6◦ block-mean misfit range combinations ob-
tained from the 1-year data set. The average number of GRACE orbital tracks
crossing the 3◦ ×3◦ and 6◦ ×6◦ blocks in year 2010 is 112 and 228, respectively.
This allows noise in the sets of misfit range combinations to be suppressed by
a factor of

√
112 ≈ 11 and

√
228 ≈ 15, respectively. Figures 4.4 and 4.5

show the obtained sets of 3◦ × 3◦ and 6◦ × 6◦ block-mean misfits, respectively.
The corresponding RMS values computed in the previously defined regions are
presented in Table 4.2. The conducted analysis shows, in particular, that the
low-degree part of DGM-1S is globally by up to 10 % more consistent with
the KBR control data than the other models. I find it also remarkable that



4.3 Application 65

(a) (b)

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

(c) (d)

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

(e) (f)

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

−0.28 −0.21 −0.14 −0.07 0.00 0.07 0.14 0.21 0.28

(µGal)
180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°

90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

−0.28 −0.21 −0.14 −0.07 0.00 0.07 0.14 0.21 0.28

(µGal)

Figure 4.5: The GRACE 6◦ ×6◦ block-mean misfit range combinations obtained for
(a) EGM2008, (b) ITG-Grace2010s, (c) GOCO01S, (d) EIGEN-6S, (e) GOCO02S,
and (f) DGM-1S on the basis of the 1-year data set. The RMS misfits are (a)
0.072 µGal, (b) 0.083 µGal, (c) 0.083 µGal, (d) 0.096 µGal, (e) 0.083 µGal, and
(f) 0.068 µGal.

in the case of 6◦ × 6◦ blocks, EGM2008 demonstrates globally and outside the
poorly-studied continental areas a higher level of consistency with the KBR
control data than the other models.

4.3.2 Validation against GOCE SGG data

4.3.2.1 Validation in the spectral domain

Figure 4.6 shows the spectra of the GOCE misfit gravity gradients associated
with all the six gravity field models under consideration. They are computed
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Figure 4.6: The PSD 1
2 of the (a) xx, (b) yy, (c) zz, and (d) xz components of the

GOCE misfit gravity gradient tensor for May 2011. A Gaussian smoothing has been
applied to facilitate the comparison.

based on data of May 2011. The shown frequency range in these pictures is
limited to the one in which differences between the models can be visually
identified.
These pictures demonstrate a lower performance of EGM2008 as compared
to the other five models in the frequency range 10 – 28 mHz (54 – 150 cpr),
which corresponds to signals at spatial scales of 390 – 140 km half wavelength.
This largely confirms the outcome of the validation against the KBR control
data, though the pronounced differences in that case appeared at lower fre-
quencies: 5 – 22 mHz. Furthermore, Fig. 4.6 demonstrates a much higher
accuracy of EGM2008 and the combined GRACE/GOCE models as opposed
to ITG-Grace2010s in the frequency range 25 – 37 mHz or 135 – 200 cpr
(signal at spatial scales of 155 – 105 km half wavelength). This can be ex-
plained by the high-frequency information content in GOCE gravity gradients
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exploited in the combined GRACE/GOCE models and that in the terrestrial
gravimetry and satellite altimetry measurements exploited in the production
of EGM2008. As far as the combined GRACE/GOCE models are concerned,
the curves associated with them are practically indistinguishable in the plots.
An exception is the frequency range 27 – 37 mHz or 146 – 200 cpr (signal
at spatial scales of 140 – 105 km half wavelength), where GOCO01S shows
slightly larger misfits to the control gravity gradients at the xx component.
The yy gravity gradient component in Fig. 4.6 does not reveal performance
differences as pronounced as the other considered components. Besides, the
PSD’s at the yy component shows for the combined GRACE/GOCE models
a much higher level than at the xx component. This contradicts to the fact
that these two components are of an almost similar quality under normal cir-
cumstances. A possible explanation for these peculiarities is discussed in the
next section.

4.3.2.2 Validation in the spatial domain

In order to perform the validation of the models in the spatial domain, I utilize
the sets of GOCE misfit gravity gradients to compute 1◦ × 1◦ block-mean
misfits. The results for the xx, yy, zz, and xz gravity gradient components
are globally plotted in Figs. 4.7 – 4.10, respectively. Only the maps associated
with EGM2008, ITG-Grace2010s, and DGM-1S are shown, because the maps
for the other three models are practically indistinguishable from DGM-1S at
most geographical locations. The 1500 km wide (in diameter) polar gaps
in GOCE data are absent in these maps. The RMS values are presented
in Table 4.3 for all the four gravity gradient components and for all the six
models under consideration. They are obtained globally as well as for the nine
rectangular regions defined in section 4.3.1.2 and for the world’s oceans (65◦S
– 65◦N).
From Figs. 4.7 – 4.9 and Table 4.3, one can see that the obtained results are,
in general, in agreement with those based on the GRACE KBR control data.
In particular, ITG-Grace2010s and the combined GRACE/GOCE models as
compared to EGM2008 demonstrate in the regions from the first category a
better consistency with the control data at all the four gravity gradient com-
ponents. At the zz component, for instance, the RMS misfits obtained for
ITG-Grace2010s and the combined GRACE/GOCE models are smaller than
those for EGM2008 by 69 – 75 % and 76 – 83 %, respectively. In the regions
from the second category, the combined GRACE/GOCE models also demon-
strate a higher accuracy than EGM2008. The difference in performance is
particularly large for the zz component over North Eurasia: nearly 15 %. For
the other two regions of this category, the difference is 3 – 4 %. There are, how-
ever, a few exceptions. For instance, EIGEN-6S shows in “Australia” larger



68 4. Validating gravity models with KBR and gradiometry data

(a) (b)

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

(c)

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

−3.6 −2.7 −1.8 −0.9 0.0 0.9 1.8 2.7 3.6

(mE)

Figure 4.7: The GOCE 1◦ × 1◦ block-mean misfit gravity gradients for the xx
component obtained for (a) EGM2008, (b) ITG-Grace2010s, and (c) DGM-1S. The
RMS misfits are (a) 1.199 mE, (b) 0.944 mE, and (c) 0.729 mE.
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Figure 4.8: The GOCE 1◦ × 1◦ block-mean misfit gravity gradients for the yy
component obtained for (a) EGM2008, (b) ITG-Grace2010s, and (c) DGM-1S. The
RMS misfits are (a) 1.426 mE, (b) 1.226 mE, and (c) 1.103 mE.
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Figure 4.9: The GOCE 1◦ × 1◦ block-mean misfit gravity gradients for the zz
component obtained for (a) EGM2008, (b) ITG-Grace2010s, and (c) DGM-1S. The
RMS misfits are (a) 1.981 mE, (b) 1.426 mE, and (c) 1.073 mE.
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Figure 4.10: The GOCE 1◦ × 1◦ block-mean misfit gravity gradients for the xz
component obtained for (a) EGM2008, (b) ITG-Grace2010s, and (c) DGM-1S. The
RMS misfits are (a) 1.405 mE, (b) 1.366 mE, and (c) 1.344 mE.
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Table 4.3: The RMS of the GOCE 1◦ × 1◦ block-mean misfit gravity gradients (in
mE), per region. The top to bottom numbers in a quartet correspond to the xx, yy,
zz, and xz components, respectively.

Region EGM ITG- GOCO EIGEN- GOCO DGM-
2008 Grace2010s 01S 6S 02S 1S

“Himalayas”

4.018
3.475
6.625
1.963

1.307
1.124
1.783
1.387

0.846
1.027
1.187
1.371

0.975
1.060
1.332
1.365

0.817
0.993
1.133
1.367

0.811
0.998
1.138
1.369

“South America”

3.505
3.525
6.232
1.947

0.914
0.979
1.531
1.378

0.718
0.759
1.112
1.357

0.699
0.747
1.110
1.355

0.692
0.724
1.074
1.354

0.693
0.722
1.075
1.352

“Equatorial Africa”

2.531
2.556
4.551
1.688

0.931
0.913
1.431
1.361

0.741
0.772
1.129
1.351

0.729
0.778
1.130
1.350

0.727
0.749
1.100
1.350

0.722
0.749
1.099
1.350

“Australia”

0.703
0.847
1.104
1.355

1.042
1.006
1.493
1.360

0.696
0.850
1.086
1.348

0.681
0.879
1.094
1.350

0.683
0.823
1.056
1.347

0.682
0.829
1.055
1.347

“North Eurasia”

0.855
1.455
1.273
1.361

0.912
1.626
1.551
1.371

0.780
1.416
1.094
1.345

0.773
1.416
1.099
1.345

0.770
1.401
1.070
1.344

0.769
1.401
1.067
1.344

“North America”

0.766
1.567
1.171
1.392

0.902
1.645
1.397
1.400

0.747
1.570
1.136
1.389

0.753
1.579
1.147
1.389

0.744
1.560
1.106
1.387

0.745
1.563
1.112
1.388

“South Alaska”

0.821
1.330
1.322
1.338

0.876
1.473
1.499
1.362

0.759
1.252
1.197
1.339

0.760
1.233
1.188
1.338

0.754
1.247
1.147
1.336

0.750
1.264
1.140
1.330

“Amundsen sea coast”

0.943
1.022
1.369
1.330

0.839
0.964
1.200
1.285

0.770
0.915
1.051
1.272

0.764
0.901
1.041
1.267

0.765
0.907
1.033
1.266

0.758
0.900
1.045
1.271

“South Greenland”

1.004
2.858
1.452
1.392

0.930
2.976
1.585
1.403

0.779
2.815
1.110
1.346

0.766
2.816
1.098
1.337

0.769
2.808
1.075
1.338

0.763
2.798
1.064
1.337

“World’s oceans”

0.778
1.054
1.207
1.370

0.954
1.118
1.419
1.378

0.736
1.017
1.110
1.365

0.726
1.026
1.106
1.365

0.721
1.004
1.076
1.363

0.720
1.005
1.075
1.363

“Globe”

1.199
1.426
1.981
1.405

0.944
1.226
1.426
1.366

0.744
1.114
1.105
1.347

0.738
1.121
1.104
1.346

0.731
1.102
1.073
1.345

0.729
1.103
1.073
1.344
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misfits to the yy component of the control gravity gradients than EGM2008
(by about 4 %).
In the “World’s oceans”, the combined GRACE/GOCE models also demon-
strate a better match to the control gravity gradients than EGM2008. At the
xx, yy, zz, and xz components, the observed difference is about 7 %, 5 %,
11 %, and 1 %, respectively.
GOCO02S and DGM-1S show, in general, a better consistency with the con-
trol gravity gradients than EIGEN-6S. At the zz component, for instance, the
difference in most regions and globally is 3 – 4 %. In “Himalayas”, the differ-
ence reaches about 17 % and 15 % in the case of the xx and zz components,
respectively.
On the other hand, there are some disagreements between the results based
on the GOCE control gravity gradients and those obtained earlier against the
GRACE KBR control data. First, ITG-Grace2010s shows a much lower ac-
curacy than EGM2008 in the regions from the second category and in the
“World’s oceans”. At the zz component, the difference reaches 19 – 35 % and
18 %, respectively. These differences are even more pronounced at the xx com-
ponent: 18 – 48 % and 23 %, respectively. Second, the GOCE control gravity
gradients, unlike the KBR control data, clearly show a lower performance of
EGM2008 as compared to the combined GRACE/GOCE models in the re-
gions from the third category. At the zz component, the difference reaches 12
– 25 %. Third, the control gravity gradients reveal an expected better perfor-
mance of DGM-1S and GOCO02S as compared to GOCO01S: by 4 – 5 % at
the zz component. Fourth, practically no difference can be seen in the perfor-
mance of GOCO02S and DGM-1S. Fifth, all the combined GRACE/GOCE
models under consideration consistently demonstrate a higher accuracy than
ITG-Grace2010s in all the considered regions. At the zz component, for in-
stance, the difference is 13 – 36 %.
In addition, it is worth noticing that the xz gravity gradient component
demonstrates a less sensitivity to the gravity field signal as compared to the
diagonal components of the gravity gradient tensor. This can be clearly ob-
served by comparing the inconsistencies of EGM2008 associated with the di-
agonal components (Figs. 4.7a, 4.8a, and 4.9a) with those associated with the
xz component (Fig. 4.10a) in the regions from the first category, where this
model is relatively inaccurate. At the xx, yy, and zz components, the per-
formance of this model is worse than that of GOCO02S by 71 – 80 %, 71 –
79 %, and 76 – 83 %, respectively, whereas at the xz component the difference
is only 20 – 30 %. This allows me to conclude that the xz component is least
informative in the gravity field modelling. This justifies the fact that it is
usually not exploited in the model production.
Furthermore, one can observe large disagreements between all the considered
models and the yy gravity gradient component of the GOCE control gravity



72 4. Validating gravity models with KBR and gradiometry data

Figure 4.11: The same as
Fig. 4.6b, but using the data
only in the latitudinal band 45◦S
– 45◦N.
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gradients (particularly, around the magnetic poles of the Earth, but also along
some individual orbital tracks). This leads to a significant spatial variability
of the RMS misfits associated with this component. For instance, this compo-
nent shows much larger RMS misfits than the other ones in “North Eurasia”,
“South Alaska”, “South Greenland”, and “North America”. Since these dis-
crepancies are observed for all the six models under consideration, I interpret
them as an evidence of a low accuracy of the yy gravity gradient component
in the control data. This finding is consistent with the results of Siemes et al.
(2012), who explain this phenomenon by a contamination of the yy component
with the cross-track non-gravitational acceleration signals due to an imperfect
gradiometer calibration.
These inaccuracies may also explain a peculiar behaviour of the yy gravity
gradient component in the validation of the models in the spectral domain.
To validate this hypothesis, I re-compute the PSD’s related to this component
with the same data as in the case of Fig. 4.6, but only using the latitudinal
band 45◦S – 45◦N, where the accuracy of the yy component is less degraded.
The square-root of the resulting PSD’s are exhibited in Fig. 4.11. This picture
does reveal the model differences though only in the low-frequency range: 10
– 27 mHz. Furthermore, a comparison of the curves in Fig. 4.11 with those
shown earlier for the xx gravity gradient component (Fig. 4.6a) in the context
of the combined GRACE/GOCE models allows an expectedly comparable
quality of these two components to be observed.

4.4 Summary, discussion, and conclusions

With this chapter, I demonstrated that both GRACE KBR data and GOCE
gravity gradients could be utilized as control data for a validation and com-
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parison of global static gravity field models. In order to facilitate the model
assessment on a region-by-region basis, I recommend to pre-process GRACE
KBR data in such a way that they can be related to the gravity field spa-
tial variations locally: e.g., to transform them into range combinations with
Eq. (2.4).

The validation can be performed in both the frequency and spatial domain. In
the latter case, it is advised to represent misfit data in the form of block-mean
values, so that random inaccuracies in the control data are suppressed. An
advantage of the validation in the spatial domain is that the model perfor-
mance can be assessed on a regional basis. Nevertheless, an analysis in the
spectral domain can be informative, too. Firstly, it can provide valuable infor-
mation about the model performance at different spatial scales. Secondly, it
can clearly show which parts of the spectrum are overwhelmed by noise and,
therefore, should be subjected to filtering prior to the validation in the spatial
domain.

In this chapter, I performed a validation and comparison of six global static
gravity field models: one model based on a combination of satellite and sur-
face data (EGM2008, considered up to degree 250 only), one GRACE-only
model (ITG-Grace2010s), and four satellite-only combined GRACE/GOCE
models (GOCO01S, EIGEN-6S, GOCO02S, and DGM-1S). Table 4.4 shows a
summary of the validation results in the spatial domain. This table presents
the RMS values of the 1◦ × 1◦ block-mean misfits globally as well as for the
pre-defined nine rectangular regions and for the “World’s oceans” in terms of
percentages, defining that RMS misfit obtained for a given region for EGM2008
is 100 %. Since the RMS misfits for EGM2008 in most cases is the largest
among all the models, the chosen presentation manner in Table 4.4 allows me
to highlight the difference between the observed performance of EGM2008 on
the one hand and of the other models on the other hand. The results based
on both the KBR and SGG control data are included. The GRACE-based
values correspond to the 3-month subset, so that their comparison with the
GOCE-based numbers is more equitable. As far as the GOCE-based values
are concerned, the minimum of the numbers obtained for the considered com-
ponents are shown. In other words, I consider the best-case validation scenario
among those based on the control gravity gradients. It is worth noting that
these smallest numbers are in most cases related to the zz component. It
is important to note that Table 4.4 additionally contains the results associ-
ated with two other models: ITG-Grace03 and EIGEN-6C. In a pursuit of
the objective defined for the next chapter, I will apply the presented valida-
tion methodology (using the same control data sets) to these two models, too.
Thus, for the sake of completeness, I include the numbers related to these two
models in this table, too.
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Table 4.4 demonstrates, in particular, a significantly poorer performance of
EGM2008 in the regions of the first category as compared to the other mod-
els, including ITG-Grace2010s. The implication is that the added value
of the GOCE mission to determining the gravity field in continental areas
void of high-quality terrestrial gravimetry measurements can be quantified
more fairly by comparing the performance of the combined (satellite-only)
GRACE/GOCE models with ITG-Grace2010s rather than with EGM2008.
In view of that, the validation of the models against the GRACE KBR control
data does not allow this added value to be revealed. The validation of the
models against the control gravity gradients, on the other hand, quantifies the
GOCE mission’s added value in these regions as an improvement of model
quality by 21 – 36 %.
At the same time, validation against the GOCE control gravity gradients in-
dicates a higher performance of EGM2008 as compared to ITG-Grace2010s
in the regions of the second category as well as in the “World’s oceans”. The
implication is that it is fairer to quantify the added value of the GOCE satel-
lite mission in those areas by comparing the performance of the combined
(satellite-only) GRACE/GOCE models with that of EGM2008. In the con-
text of the validation against the control gravity gradients, this added value
turns out to be 4 – 16 % in the second category regions and about 11 % in
the “World’s oceans”.
Thus, quantification of the GOCE mission’s added value in the oceans based
on the control gravity gradients and on the control MDT model, utilized in the
previous chapter, leads to contradictory results. In the former case, the model
improvement is more than 10 %, whereas in the latter case it is marginal, if
at all. I provide two explanations for this inconsistency. First, the validation
against control gravity gradients is relatively insensitive to high-frequency in-
accuracies due to the upward continuation effect and averaging of residuals
over 1◦ ×1◦ blocks. To prove this, I truncate the considered gravity field mod-
els at degree 200 and repeat the validation using the control gravity gradients.
The RMS misfits obtained for EGM2008 and DGM-1S at the zz component
in the oceans in this setup read as 1.222 mE and 1.088 mE, respectively. They
are practically the same as their counterparts presented in Table 4.3 (i.e.,
1.207 mE and 1.075 mE, respectively). I also compute RMS of the difference
between the results based on the full gravity field models and based on the
truncated ones. They read as 0.201 mE and 0.172 mE for EGM2008 and
DGM-1S, respectively. These numbers are significantly smaller than those
related to the original and truncated gravity field models. This implies that
the GOCE mission’s added value identified in the oceans based on the control
gravity gradients is mostly associated with the coefficients below degree 200.
The second explanation lies within the fact that the outcome of a validation
against a control MDT model is sensitive to possible errors in this model as
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well as in the MSS model. A high noise level in at least one of the two models
(particularly, below degree 200) can make the performance of different gravity
field models indistinguishable.
It could be argued that one should use a latest satellite-only combined
GRACE/GOCE model, e.g., GOCO03S, when quantifying the added value
of the GOCE mission. Such an analysis was conducted at a later stage of
my research, and therefore, not documented in my Ph.D. thesis. Neverthe-
less, it has been shown that the usage of GOCO03S for that purpose only
slightly increases the estimated GOCE mission’s added value (Farahani et al.,
2013b): 25 – 38 % in the poorly-surveyed continental areas, 7 – 17 % in the
well surveyed continental areas, and 14 % in the world’s oceans, considering
the GOCE control gravity gradients at the zz component. These numbers are
only marginally different from those obtained when DGM-1S or GOCO02S is
used (i.e., 21 – 36 %, 4 – 16 %, and 11 %, respectively).
The results based on the 1-year GRACE KBR control data set and to
some extent on the three-month data subset (summarized in Table 4.4) in-
dicate that DGM-1S shows slightly smaller misfits than the other combined
GRACE/GOCE models. One may argue that this is due to the fact that the
same functional model based on range combinations is exploited to handle
KBR data in both the model production and in the model validation. This
is not the case for the other considered models, all of which utilize in one
way or another KBR data in the form of range-rates. Therefore, I addition-
ally performed the validation of the models using GRACE range-rates. In
doing so, I firstly produced the sets of GRACE along-track inter-satellite ve-
locities by applying a multi-point differentiation to the corresponding sets of
GRACE satellites’ dynamic orbits. Then, I generated sets of misfit range-
rates by subtracting the observed range-rates, which are derived from the
KBR measurements. Afterwards, I applied to them the high-pass filter of
Eq. (3.1) to suppress their low-frequency noise. Subsequently, I computed
the sets of GRACE 1◦ × 1◦ block-mean misfit range-rates using the one-year
data set. The corresponding RMS misfits obtained globally read as 59 nm/s,
55 nm/s, 49.4 nm/s, 49.8 nm/s, 49.4 nm/s, and 49.3 nm/s for EGM2008,
ITG-Grace2010s, GOCO01S, EIGEN-6S, GOCO02S, and DGM-1S, respec-
tively. Therefore, DGM-1S still shows a smaller or similar RMS misfit as
compared to the other models.
The comparison of the validation results based on the KBR and SGG con-
trol data in the spectral domain (presented in Figs. 4.1 and 4.6, respectively)
clearly shows a difference in sensitivity of these two data types to model in-
accuracies. For instance, the KBR control data show inconsistencies with
EGM2008 in the frequency range 5 – 22 mHz with the maximum at about
12 mHz ≈ 65 cpr, which corresponds to spherical harmonic degree 65 and
less. On the other hand, the control gravity gradients demonstrate inconsis-
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tencies with this model at higher frequencies. For instance, the xx component
shows inconsistencies in the frequency range 10 – 32 mHz with the maximum
at 22.5 mHz ≈ 120 cpr. I also note the frequency range 25 – 37 mHz, in
which the control gravity gradients (particularly, the xx component), show
large inconsistencies with ITG-Grace2010s, whereas the KBR control data do
not allow these inconsistencies to be seen due to an increased noise level at
high frequencies. In other words, control gravity gradients expectedly show
the maximum sensitivity to model inaccuracies at higher degrees as compared
to KBR control data.
The results obtained by the validation in the spatial domain, which are sum-
marized in Table 4.4, offer another way to compare the sensitivity of KBR and
SGG control data to model inaccuracies. One can see that the control gravity
gradients, as compared to the KBR control data, reveal a larger discrepancy
between the performances of the models. For instance, in the regions from the
first and the second categories, the RMS misfits associated with the combined
GRACE/GOCE models are respectively equal to 17 – 24 % and 80 – 96 % of
those related to EGM2008 when the control gravity gradients are considered,
versus 24 – 32 % and 94 – 98 % when the KBR control data are utilized. This
indicates an expectedly higher sensitivity of GOCE gravity gradients. How-
ever, this conclusion is based on the mean values over 1◦ × 1◦ blocks. The
obtained values in this case may capture model inaccuracies up to degree 180
and even somewhat higher. Since model inaccuracies increase with degree, it
is not surprising that the set of GOCE gravity gradients act as a more sensitive
tool in this situation.
A different frequency sensitivity of KBR and SGG control data also explains
why the data of the former type practically do not allow discrepancies between
GOCO01S and GOCO02S to be observed, whereas those of the latter type
reveal a difference of up to 4 % in terms of RMS misfits (see Table 4.4). As
it is explained at the beginning of section 4.3, the major additional source of
information exploited in the production of GOCO02S was six extra months
of GOCE gravity gradients. Clearly, these data manifest their added value
mostly at high degrees (see Fig. 3.12 in the previous chapter). The control
data that are sensitive to the high-frequency signals offer the best way to sense
this improvement.
A better ability of GOCE control gravity gradients to reveal model inaccura-
cies in the range of high degrees may also explain why these data indicate a
much higher accuracy of EGM2008 than ITG-Grace2010s in the regions of the
second category and in the “World’s oceans”, whereas the KBR control data
show a slightly worse quality of the former model. Furthermore, a different
spectral sensitivity of these two data types may also explain a contradiction
in the validation outcome in the third category regions, where DGM-1S shows
a significantly higher consistency with the KBR control data as compared to,
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e.g., GOCO02S, whereas an almost comparable performance of these two mod-
els is observed there in the case of the control gravity gradients (see Table 4.4).
This contradiction is in line with my hypothesis of an incomplete removal of
the long-term mass transport signal from the KBR control data in the valida-
tion procedure. Since temporal variations of the gravity field occur mostly at
low degrees (Wahr et al., 1998), they have no effect when a validation of the
models is performed against the control gravity gradients.
The presented research proves that GOCE gravity gradients and GRACE KBR
data can complement each other in different ways in the context of the model
assessment. The GOCE gradiometer is a better tool to assess the integrated
quality of a model up to a relatively high degree, i.e., 180, or even higher.
Importantly, the collection of the GOCE gradiometry data at various compo-
nents is sensitive to the gravity field variations in all directions, so that the
validation results obtained on their basis can be considered as sufficiently com-
prehensive. Of course, the GOCE-based test in the spatial domain requires
that the misfit gravity gradients are averaged over sufficiently small blocks,
e.g., of the size 1◦ × 1◦, so that the high sensitivity of gravity gradients at
high frequencies can be exploited. At the same time, GOCE gravity gradients
are less sensitive to possible model inaccuracies at lower degrees. Thus, a val-
idation based on KBR data must be preferred when the model performance
at low degrees is to be investigated, particularly, below degree 27. For this
purpose, it is sufficient to increase the size of the block in computing the block-
mean values. Of course, one should keep in mind the anisotropic sensitivity of
GRACE KBR data, which limits their ability to assess the East-West gravity
field variations. Another limitation of KBR data is an increased noise level at
very low frequencies (cf. Fig. 4.1), which can make these data poorly sensitive
to model inaccuracies at very low degrees, i.e., 2 – 4. Therefore, control data
of other types, e.g., SLR data, may be needed when the accuracy of a model
at very low degrees is the primary concern.
An important outcome of the conducted study is the demonstrated ability
of satellite data to sense the difference in the performance of static gravity
field models on a region-by-region basis, even if the length of the independent
control data is much shorter than the length of data sets used in the production
of models. In the considered examples, for instance, all the models were based
on several years of GRACE KBR data. Nevertheless, even a 3-month subset of
independent KBR data allowed a difference in the performance of EGM2008
and the combined GRACE/GOCE models to be seen. The 1-year set of these
data made this difference even more pronounced, as it further improved signal-
to-noise ratio in the pre-defined blocks.
None of the static gravity field models considered in my study uses the xz
component of GOCE gravity gradients. Thus, this component is potentially
the source of fully independent information for validation of models. This
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encouraged me to include the xz component into the sets of control data.
Nevertheless, this component was found to be least informative among all the
considered gravity gradient components.
It is worth noting that the model performance shown in the case of EGM2008
is in a good agreement (in terms of geographical distribution of its errors)
with the propagated error estimates of this model (Pavlis et al., 2012). It
is a matter of future studies to inspect if this is also the case for the other
tested models. To that end, it is sufficient to compare the actual errors of
these models, a quantification of which is presented in this study, with their
propagated error estimates.
Importantly, both GRACE KBR data and GOCE gravity gradients may suffer
from systematic inaccuracies. Examples are inaccuracies related to calibration
of GRACE attitude determination system (Horwath et al., 2011) and inaccu-
racies caused by an imperfect calibration of GOCE gravity gradients (Siemes
et al., 2012). Such inaccuracies contaminate both data used for the production
of models and those used for the validation of those models. Therefore, the
proposed validation scheme may not reveal the impact of those inaccuracies,
even if the control data are independent in line with my data independency
definition. In the context of this chapter, this caveat does not apply to the val-
idation of two of the tested models, namely, EGM2008 and ITG-Grace2010s,
with the control gravity gradients since these models were produced without
GOCE gravity gradients.
I conclude by saying that a validation based on independent GRACE KBR
data and GOCE gravity gradients is a sufficiently general tool in the sense
that it can be applied to any global static model of the Earth’s gravity field,
including the old ones. However, I find it important to emphasize that the
proposed validation procedure represents only one way to test the model ac-
curacy. A comprehensive evaluation of a model requires its validation against
all types of independent control data, including the terrestrial ones.





5 Assessing data combination opti-
mality in models produced using
surface data

Farahani et al. (2013a) proposed a procedure to validate global
static gravity field models using GRACE KBR and GOCE SGG
control data. In that manuscript, they found it indispensable to
document the findings of their inspection of how successfully sur-
face gravity data (i.e., terrestrial gravimetry and satellite altimetry
measurements) have been combined with satellite gravimetry data
in the production of ultra-high resolution global gravity field mod-
els such as EGM2008 and EIGEN-6C. This chapter presents the
findings of that inspection.

5.1 Introduction

In this chapter, as an example of another potential application of the validation
methodology illustrated in the previous chapter, I inspect how successfully sur-
face gravimetry measurements, i.e., terrestrial gravimetry and satellite altime-
try measurements, have been combined with ITG-Grace03 in the production
of EGM2008 and with GRACE and GOCE satellite data in the production
of EIGEN-6C. To that end, I apply the proposed validation procedure to two
additional static gravity field models: ITG-Grace03 and EIGEN-6C. Then, I
analyse the difference in the performance (a) between EGM2008 and ITG-
Grace03; and (b) between EIGEN-6C and its satellite-only counterpart, i.e.,
EIGEN-6S. I perform these two inspections in the spectral domain as well as
in the spatial domain on the basis of the 1◦ ×1◦ block-mean values of GRACE
misfit range combinations associated with the one-year data set and on those
of GOCE misfit gravity gradients at only the diagonal components of the grav-
ity gradient tensor. It is worth reminding that the exploited sets of misfit data
are associated with GRACE KBR data in 2010 and GOCE gravity gradients
in August – October 2011, respectively (i.e., the same sets of control data as
those used in the previous chapter). Importantly, these sets of data are not
used in the production of the two newly added models to be assessed either.
Thus, these control data are independent with respect to these two models,
too. It is also important to note that EIGEN-6C is complete to degree 1420.
I truncate this model similar to EGM2008 at degree 250. The reason for that
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Figure 5.1: The PSD 1
2 of the (a) GRACE misfit range combinations and (b) GOCE

xx misfit gravity gradients for February 2010 and May 2010, respectively. A Gaussian
smoothing has been applied to facilitate the comparison.

is already given in the previous chapter at the beginning of section 4.3. Fur-
thermore, similar to its satellite-only counterpart, I only consider the static
part of EIGEN-6C.
Here is how the chapter has been structured. The outcome of the two afore-
mentioned inspections, i.e., EGM2008 versus ITG-Grace03 and EIGEN-6C
versus EIGEN-6S, is presented in section 5.2. Section 5.3 summarises the
findings.

5.2 Inspections
The first subsection compares the validation results obtained based on the
sets of control data of both types for the pair of models EGM2008 and ITG-
Grace03, whereas the second subsection for the pair of models EIGEN-6C and
EIGEN-6S.

5.2.1 EGM2008 versus ITG-Grace03

Figure 5.1 shows the PSD
1
2 of the GRACE misfit range combinations and

that of the GOCE misfit gravity gradients at the xx component with respect
to ITG-Grace03 and EGM2008. The shown frequency ranges are limited to
those in which pronounced differences are observed. This figure clearly shows
a significant loss of information content of ITG-Grace03 in the production
of EGM2008 in 4 – 23 mHz (22 – 124 cpr) and 9 – 26 mHz (50 – 140 cpr)
frequency ranges in the case of control KBR and SGG data, respectively. On
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Figure 5.2: The GRACE 1◦ ×
1◦ block-mean misfit range com-
binations obtained for ITG-
Grace03 on the basis of the
yearly data set. The RMS misfit
is 0.380 µGal.

the other hand, Fig. 5.1b confirms a substantial improvement of EGM2008
beyond the 26 mHz frequency due to the usage of terrestrial gravimetry and
satellite altimetry data. I do not show the results in the spectral domain
related to the yy component due to a relatively low ability of this component
in such a domain to reveal model performance differences, as discussed in the
previous chapter. The results related to the zz and xz components are not
shown either, because they lead to similar findings as those based on the xx
component.
The 1◦ × 1◦ block-mean values of the GRACE misfit range combinations and
of the GOCE misfit gravity gradients related to ITG-Grace03 are plotted in
Figs. 5.2 and 5.3, respectively. The corresponding RMS misfits obtained glob-
ally as well as for the previously defined nine rectangular regions and for the
“World’s oceans” are presented in Table 5.1. Those obtained for EGM2008 are
also included there to facilitate the comparison. For the sake of completeness,
the RMS misfits related to the 3-month subset of the KBR control data are
also included.
From a comparison of Figs. 5.2 and 5.3 with their counterparts associated
with EGM2008 (shown in the previous chapter as Figs. 4.2a and 4.7a – 4.9a,
respectively), one can clearly see that the data combination performed in the
production of EGM2008 has led to a significant deterioration of the model’s
performance in the regions of the first category (i.e., poorly gravimetrically
surveyed continental areas). The RMS misfits confirm that EGM2008 is of
a much lower accuracy than ITG-Grace03 in those regions (by 79 – 85 % in
the case of the KBR control data and by 59 – 69 % in the case of the control
gravity gradients). Furthermore, the GRACE-based RMS misfits suggest that
EGM2008 also performs slightly poorer than ITG-Grace03 in the other con-
sidered regions (up to maximum spectral ability of KBR control data). For
instance, the difference in the regions of the second category (i.e., gravimetri-
cally well surveyed continental areas) is 6 – 8 % and in the “World’s oceans”
is about 11 %.
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Table 5.1: The RMS of the GRACE 1◦ × 1◦ block-mean misfit range combinations
(in µGal) and the GOCE 1◦ × 1◦ block-mean misfit gravity gradients (in mE) with
respect to the EGM2008 and ITG-Grace03 models. The GRACE-based RMS misfits
are presented for both the one-year data set (in the numerator) and for the three-
month data subset (in the denominator). The top, middle, and bottom RMS numbers
in a triad correspond to the xx, yy, and zz components of the GOCE control gravity
gradients, respectively.

Region GRACE-based misfits GOCE-based misfits

ITG-Grace03 EGM2008 ITG-Grace03 EGM2008

“Himalayas” 0.358
0.599

2.323
2.452

1.620
1.535
2.433

4.018
3.475
6.625

“South America” 0.352
0.557

2.211
2.335

1.142
1.290
1.922

3.505
3.525
6.232

“Equatorial Africa” 0.353
0.562

1.656
1.768

1.028
1.135
1.740

2.531
2.556
4.551

“Australia” 0.357
0.614

0.386
0.626

1.091
1.324
1.824

0.703
0.847
1.104

“North Eurasia” 0.354
0.569

0.385
0.588

0.998
1.964
2.067

0.855
1.455
1.273

“North America” 0.345
0.548

0.368
0.567

0.984
2.067
1.988

0.766
1.567
1.171

“South Alaska” 0.440
0.633

0.458
0.657

0.982
1.603
1.881

0.821
1.330
1.322

“Amundsen sea coast” 0.686
0.860

0.701
0.872

0.900
1.085
1.405

0.943
1.022
1.369

“South Greenland” 0.378
0.620

0.444
0.659

0.951
3.157
2.092

1.004
2.858
1.452

“World’s oceans” 0.344
0.567

0.386
0.595

1.097
1.449
1.862

0.778
1.054
1.207

“Globe” 0.380
0.627

0.667
0.846

1.076
1.527
1.862

1.199
1.426
1.981
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Figure 5.3: The GOCE 1◦ × 1◦ block-mean misfit gravity gradients obtained for
ITG-Grace03 at the (a) xx, (b) yy, and (c) zz components. The RMS misfits are (a)
1.076 mE, (b) 1.527 mE, and (c) 1.862 mE.

The conducted analysis confirms that the data combination in the production
of EGM2008 has suffered from a partial loss of the information content of
ITG-Grace03 in the areas with a poor coverage with terrestrial gravimetry
data. Given the results related to the KBR control data, a minor loss of
information of ITG-Grace03 may have occurred also in the well-studied areas
(in the frequency range to which these data are sensitive). On the other
hand, the GOCE control gravity gradients clearly demonstrate that EGM2008
performs much better in the gravimetrically well-studied continental regions,
as well as in the oceanic areas, than ITG-Grace03. At the zz component,
for instance, the difference in performance is 39 – 41 % and about 35 %,
respectively.
Furthermore, it is worth noticing that a comparison of Fig. 5.2 with Figs. 5.3b
and 5.3c shows that the GRACE-based test fails to reveal the meridional
inaccuracies, so-called stripes, in the ITG-Grace03 model, whereas the results
based on the GOCE zz control gravity gradients reveal them quite clearly. I
explain this phenomenon by the anisotropic sensitivity of GRACE KBR data,
which (as it has been already mentioned several times) is a serious limitation
of these data.
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Figure 5.4: The PSD 1
2 of the (a) GRACE misfit range combinations and (b) GOCE

xx misfit gravity gradients for February 2010 and May 2010, respectively. A Gaussian
smoothing has been applied to facilitate the comparison.

Finally, it is worth noting that the global RMS misfit obtained for ITG-
Grace03 based on the KBR control data (i.e., 0.380 µGal) is about 0.5 %
smaller than that for ITG-Grace2010s. The reason for that is not understood.

5.2.2 EIGEN-6C versus EIGEN-6S

Figure 5.4 shows the PSD
1
2 of the GRACE misfit range combinations and that

of the GOCE misfit gravity gradients at the xx component with respect to
EIGEN-6C and its satellite-only counterpart, i.e., EIGEN-6S. The shown fre-
quency ranges are limited to those in which some differences can be identified.
The picture 5.4a only reveals minor performance differences, but importantly
in favour of the satellite-only model. The implication is that a minor loss of
information content of satellite data in the computation of EIGEN-6C may
have also occurred. The spectral results related to the GOCE control gravity
gradients fail to reveal these differences due to their weak sensitivity in the
low-frequency range shown in Fig. 5.4a. Instead, Fig. 5.4b expectedly indicates
a higher quality of EIGEN-6C as opposed to EIGEN-6S at higher frequencies
(i.e., 20 – 46 mHz or 108 – 248 cpr). I attribute this to the incorporation
of surface gravity measurements into the former model. The results related
to the zz and xz control gravity gradients lead to a similar conclusion, and
therefore, are not show. Those related to the yy component are not shown
either due to a relatively poor ability of this component to reveal performance
differences in the models in the spectral domain (as discussed in the previous
chapter).
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The global maps of 1◦ × 1◦ block-mean values of GRACE misfit range com-
binations and of GOCE misfit gravity gradients related to EIGEN-6C are not
shown, as they turn out to be visually indistinguishable from those previously
shown for EIGEN-6S. This by itself indicates that EIGEN-6C has not suffered
from a loss of information content in satellite data as severely as EGM2008.
To quantify a potential information loss, I present the RMS misfits related
to EIGEN-6S and EIGEN-6C in Table 5.2 globally as well as in the previ-
ously defined regions. The results suggest that the combination of GRACE
and GOCE data with terrestrial gravimetry measurements in the production
of EIGEN-6C has led to only a minor performance degradation as compared
to EIGEN-6S in the first category regions. The maximum loss of information
content of satellite data is observed in “South America”: by about 6 % at the
yy component, by about 11 % at the xx and zz components, and by about
1 % in the case of the KBR control data. A similar problem is also identified
in “Equatorial Africa” but even in a less pronounced manner: by only 1 – 3 %
in terms of RMS misfits to the GOCE control gravity gradients. In the well-
studied continental and oceanic areas, EIGEN-6C expectedly outperforms its
satellite-only counterpart: the difference reaches 2 – 4 % at the zz gravity gra-
dient component. This level of performance difference is rather small. Most
probably, this test is not sufficiently sensitive to the contribution of surface
gravimetry data used in the production of EIGEN-6C.

5.3 Summary, discussion, and conclusions

It was shown that the combination of ITG-Grace03 and terrestrial gravime-
try measurements in the production of EGM2008 has significantly worsened
the quality of the resulting model as compared to ITG-Grace03 in the gravi-
metrically poorly studied continental areas. According to the KBR and SGG
control data, this problem manifests itself in 4 – 23 mHz (22 – 124 cpr) and
9 – 26 mHz (50 – 140 cpr) frequency ranges, respectively. I relate this to an
imperfection of the data weighting used in the data combination (e.g., due
to a lacking stochastic description of noise in some input data). It is worth
emphasizing that a loss of information content of ITG-Grace03 in the pro-
duction of EGM2008 has been reported by Pavlis et al. (2012) themselves.
The performance differences identified between these two models also explain
a large part of those between ITG-Grace2010s and EGM2008 in continental
areas with poor terrestrial gravity data. Furthermore, a minor loss of informa-
tion content was also identified in the gravimetrically well surveyed continental
areas.
In addition, I compared the performance of EIGEN-6C with that of its
satellite-only counterpart, i.e., EIGEN-6S, to inspect whether the former



88 5. Assessing models produced using surface data

Table 5.2: The same as Table 5.1, but for EIGEN-6C and EIGEN-6S.

Region GRACE-based misfits GOCE-based misfits

EIGEN-6S EIGEN-6C EIGEN-6S EIGEN-6C

“Himalayas” 0.370
0.604

0.371
0.603

0.975
1.060
1.332

0.967
1.065
1.342

“South America” 0.356
0.562

0.360
0.564

0.699
0.747
1.110

0.744
0.837
1.241

“Equatorial Africa” 0.357
0.568

0.356
0.567

0.729
0.778
1.130

0.736
0.804
1.144

“Australia” 0.357
0.609

0.359
0.612

0.681
0.879
1.094

0.673
0.828
1.048

“North Eurasia” 0.366
0.576

0.366
0.577

0.773
1.416
1.099

0.771
1.406
1.082

“North America” 0.358
0.561

0.359
0.558

0.753
1.579
1.147

0.745
1.568
1.107

“South Alaska” 0.458
0.644

0.460
0.648

0.760
1.233
1.188

0.752
1.248
1.165

“Amundsen sea coast” 0.791
0.959

0.790
0.958

0.764
0.901
1.041

0.768
0.903
1.044

“South Greenland” 0.431
0.661

0.433
0.665

0.766
2.816
1.098

0.764
2.814
1.071

“World’s oceans” 0.344
0.568

0.344
0.568

0.726
1.026
1.106

0.718
1.008
1.075

“Globe” 0.387
0.632

0.387
0.633

0.738
1.121
1.104

0.734
1.111
1.085

model has also experienced a loss of information content of satellite data in
the course of data combination. The inspection did reveal this problem in the
gravimetrically poorly surveyed continental areas, but in a significantly less
pronounced manner than in the case of EGM2008. I relate this to the adopted
data combination methodology. According to (Förste et al., 2011), the surface
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gravity measurements were permitted to contribute to the production of this
model only above degree 160, where the contribution of KBR and SGG data is
not substantial. In the well-studied continental and oceanic areas, an expected
better performance of EIGEN-6C was confirmed.
Furthermore, the analysis performed in the spatial domain demonstrates an-
other limitation of GRACE KBR control data: their anisotropic sensitiv-
ity. These data fail to reveal the meridional errors (stripes) in ITG-Grace03
(Fig. 5.2). On the other hand, the test performed based on the yy and zz
components of the GOCE control gravity gradients (Fig. 5.3) clearly reveals
those errors.
Finally, I conclude by saying that the research presented in this chapter paves
the way to an improved data weighting in the next generation ultra-high res-
olution combined global gravity field models to be produced using GOCE
gravity gradients and GRACE KBR data.





6 Assessing GOCE mission’s added
value to the time-varying gravity
field modelling

This chapter is based on the study documented in (Farahani et
al., 2013c), where an investigation on the possible added value of
GOCE data to GRACE-based time-varying gravity field models was
performed. This chapter is included in this thesis, because, in con-
junction with chapters 4 and 5, it completes my investigation on
the added value of the GOCE mission to the retrieval of the static
and time-varying parts of the Earth’s gravity field.

6.1 Introduction

This chapter aims at investigating a possible improvement of models of the
gravity field temporal variations retrieved from GRACE KBR data. An obvi-
ous way to improve models of this type is to combine KBR data with informa-
tion from other sources. A potential source emerges from data acquired by the
GOCE mission. In principle, this mission is exclusively designed to retrieve
the static part of the gravity field. Nevertheless, it is not excluded that data
from this mission could also improve the spatial resolution of models of the
time-varying part once they are processed in conjunction with GRACE KBR
data. This expectation is supported by experiments conducted by Ditmar and
Liu (2007) and Han and Ditmar (2008) with simulated GRACE and GOCE
data. The outcome of the former study indicated a reduction of random noise
in GRACE-based unconstrained time-varying gravity field models as a result
of an incorporation of GOCE data. The latter study demonstrated that mass
transport caused by large earthquakes, such as the Sumatra-Andaman one oc-
curred in 2004, could be alternatively detected by GOCE gravity gradients. In
the context of real data, on the other hand, it has been demonstrated by, e.g.,
Flechtner et al. (2010), Weigelt et al. (2013), and Baur (2013), that even high-
low SST data acquired by the CHAMP satellite mission contain time varying
gravity field signals. Given a lower orbital altitude of the GOCE satellite, it
is not unreasonable to expect that such signals are also present in GOCE SST
data.
The main question I will try to answer is whether the time-varying gravity
field signals present in GOCE SST data, and possibly in its gravity gradients,
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could lead to a more accurate retrieval of the temporal gravity field variations
if these data are processed in conjunction with KBR measurements. I perform
this investigation in the context of the monthly gravity field modelling in terms
of spherical harmonic coefficients up to degree 120. I consider data of both
types acquired by the GOCE mission: (i) high-low SST data transformed into
kinematic orbits; and (ii) gravity gradients in the instrument frame. To reach
the study objectives, I conduct twin experiments. First, I produce monthly
solutions by a stand-alone processing of KBR data. Second, I produce solu-
tions using a statistically optimal combination of KBR and GOCE data. The
difference between the obtained solutions of these two types allows conclusions
to be drawn regarding the impact of GOCE data.
The chapter is structured as follows. In section 6.2, I study the impact of
GOCE data on KBR-only unconstrained monthly gravity field solutions. In
section 6.3, I analyse KBR-only and combined GRACE/GOCE monthly so-
lutions as well as the differences between these solutions subsequent to a sta-
tistically optimal anisotropic filtering (Klees et al., 2008b). At this stage, I
study not only the total impact of GOCE data, but also the impact of its SST
data and gravity gradients, individually. Section 6.4 is left for a summary,
discussion, and conclusions.

6.2 Unconstrained gravity field solutions
In the first subsection, I describe the methodology used to produce GRACE-
only and combined GRACE/GOCE unconstrained monthly gravity field so-
lutions. In the second subsection, I compare the solutions of these two types
and study impact of GOCE data to unconstrained GRACE-only solutions.

6.2.1 Computing monthly solutions

In this chapter, I analyze multiple sets of monthly gravity field solutions pro-
duced in eleven months spanning the time interval November 2009 – December
2010. Three months (July, August, and September 2010) are excluded due to
the lack of GOCE data. The computed solutions consist of residual spherical
harmonic coefficients complete to degree 120. They describe monthly devi-
ations of the gravity field from an a priori static gravity field model. The
GRACE-only solutions are produced from KBR data alone. The combined
GRACE/GOCE solutions are obtained by combining these data with GOCE
SST and SGG data. The procedure consists of two steps: (1) computing
residual data with respect to an a priori static gravity field model; and (2) op-
timally combining and inverting the residual data sets into residual spherical
harmonic coefficients using the least squares adjustment. These two operations
are performed in the same manner as described in chapter 2.
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6.2.1.1 Computing residual data

The force model exploited to compute the sets of residual gravitational data
makes use of DGM-1S as the a priori static gravity field model. The other
contributors listed in chapter 3 (section 3.2) are incorporated into the force
model, too.
In order to eliminate the low-frequency noise in GRACE residual range com-
binations, I make use of the same seven-parameter analytical function of
Eq. (3.1). I build the high-pass filter in the same manner as described earlier
in section 3.3.1, but using a new spatially dependent data weighting. As it
was pointed out earlier, this high-pass filter eliminates not only noise at low
frequencies (below 2 – 3 cpr), but also signals to be recovered at these spatial
scales. Thus, the usage of a non-weighted least squares scheme to estimate
the unknown seven parameters, as it was done in the case of the static gravity
field modelling (chapter 3), may not lead to optimal results in the context
of this chapter. The reason can be understood in the following. In a statis-
tically optimal least squares adjustment, data weights must represent noise
in data. By definition, noise in a least squares adjustment is the difference
between the actual observations and the values predicted based on the “true”
model. In particular, noise includes all the signals that cannot be explained
by the adopted functional model. In the context under consideration, “noise”
includes, for instance, the signals that are to be retrieved at a later stage in
the course of the time-varying gravity field modelling. If the presence of this
“noise” is ignored, as it is done in the non-weighted least squares adjustment,
the functional model synthesized from the estimated parameters will tend to
explain not only the low-frequency inaccuracies in residual range combina-
tions, but also the time-varying gravity field signals present in these residuals.
In order to mitigate this effect, I perform the least squares adjustment using a
diagonal weight matrix. Each element of this matrix, which is associated with
a given observational epoch, is defined as the inverse of the mass transport
signal variance at the corresponding ground location of the GRACE inter-
satellite mid-point. The adopted signal variances have been estimated in the
course of the production of the DMT-1 model (Liu et al., 2010). The square-
root of these variances, i.e., the signal standard deviations, is globally plotted
in Fig. 6.1.
The map shows relatively small numbers in majority of the globe, including
oceans and large deserts. At the same time, it reflects relatively large numbers
in a few locations in the continental areas such as Greenland or Equatorial
Africa. This means that the usage of this information to form the weight
matrix ensures that residual data collected over areas with minor mass varia-
tions (e.g., in the oceanic areas and deserts) provide the largest contribution
to building the high-pass filter, whereas those collected over the areas with
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Figure 6.1: Mass transport
signal standard deviations esti-
mated from DMT-1 in the time
interval February 2003 – Decem-
ber 2006. The map is shown
in terms of equivalent water
heights. It is generated on a
0.5◦ × 0.5◦ grid.
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Figure 6.2: The PSD 1
2 of GRACE residual range combinations for the considered

11 months after elimination of their low-frequency noise (a) without and (b) with the
spatially dependent data weighting. The vertical line marks the 3 cpr frequency. A
Gaussian smoothing has been applied for a better visualization.

relatively strong mass variations (e.g., in Greenland, Antarctica, and Ama-
zon) contribute the least to building this filter. This reduces damping the
time varying gravity field signals in areas where these signals are relatively
strong when applying the aforementioned high pass filter to residual range
combinations.
To demonstrate the impact of this spatially dependent data weighting, I show
in Fig. 6.2 the PSD

1
2 of the sets of residual range combinations for all the

11 months under consideration after elimination of the low frequency noise
without and with the spatially dependent data weighting. Figure 6.2a shows
that the non-weighted least squares scheme removes both noise and the time-
varying gravity field signals below 3 cpr frequency, which is marked in this
picture by a vertical line. This is not the case when the high-pass filter is built
with the spatially dependent data weighting scheme (Fig. 6.2). In that case,



6.2 Unconstrained gravity field solutions 95

it is clearly seen that some information survive the high-pass filtering in this
low frequency range. I consider this as a good indication that this approach
reduces the loss of signal, thus providing an improved retrieval of the temporal
gravity field variations.
To eliminate the extraordinary strong low-frequency noise in GOCE residual
gravity gradients (i.e., up to 1 cpr), I follow the approach already described
in chapter 3 (sections 3.3.4 and 3.3.4.1).

6.2.1.2 Computing stochastic models of noise

In line with a description provided in chapter 2 (section 2.4), the analysis
of noise in sets of GRACE residual range combinations is performed in an
iterative manner. In the first instance, the time series of these residuals itself
is assumed to be a realization of its noise. On the basis of this assumption, an
initial noise PSD is computed and the corresponding ARMA model is built. In
view of an already mentioned noticeable time variability of noise in GRACE
KBR data (Fig. 6.3), the ARMA models are built for each of the months in
the considered tie interval individually. The built ARMA models are highly
detailed (not shown). The initial ARMA models are exploited in the inversion,
which results in a set of preliminary monthly gravity field solutions. Those
solutions are included in the next iteration into the force model, thus allowing
a more accurate estimation of noise in the residual range combinations to be
acquired. It is sufficient to perform in this way only two iterations, as further
changes in the estimated noise properties are found negligible. The initial and
final noise PSD

1
2 ’s for all the 11 months under consideration are exhibited in

Fig. 6.3.
A comparison of Figs. 6.3a and 6.3b shows that an inclusion of the preliminary
monthly solutions in the force model expectedly reduces PSD of the residuals.
This reduction is observed mostly in the frequency range 0.5 – 10 mHz (3 –
54 cpr, which corresponds to signals at spatial scales of 7200 – 400 km half
wavelength), which is marked in Fig. 6.3 by two vertical lines. Interestingly, the
noise time-variability is still observed in Fig. 6.3b with the same clarity as in
Fig. 6.3a even when mass variation signals are removed from the residual range
combinations. This confirms my statement in chapter 3 that the observed time
variability of noise is not related to the presence or the absence of the time-
varying gravity field signals in these residuals.
As far as the GOCE data are concerned, I found that it is sufficient to define
noise realizations as residual data without any iterative improvement. This
is because an addition of the produced monthly gravity field solutions to the
force model leads to only negligible changes in the obtained noise PSD’s. The
noise PSD’s are transformed into ARMA models. These models are similar to
those obtained for these residuals in chapter 3 (not shown).
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Figure 6.3: The (a) initial and (b) final, i.e., improved, noise PSD 1
2 ’s in the GRACE

residual range combinations for the considered 11 months. The vertical lines mark
the frequencies 3 and 54 cpr. A Gaussian smoothing has been applied for a better
visualization.

6.2.1.3 Inversion

The sets of residual data are inverted into sets of residual spherical harmonic
coefficients by solving the corresponding system of normal equations:

x(k)
UG =

(
N(k)

UG

)−1(
A(k)

G

)T(
C(k)

G

)−1
d(k)

G , (6.1)

or
x(k)

UC =
(
N(k)

UC

)−1
{(

A(k)
G

)T(
C(k)

G

)−1
d(k)

G +

+
(
A(k)

AA

)T
(CAA)−1d(k)

AA +
(
A(k)

GG

)T
(CGG)−1d(k)

GG

}
, (6.2)

where x(k)
UG is an unconstrained gravity field solution for the month k based on

GRACE data alone and x(k)
UC is an unconstrained solution based on a combina-

tion of KBR and GOCE data for the same month. The vectors d(k)
G , d(k)

AA, and
d(k)

GG denote the monthly time series of GRACE residual range combinations,
GOCE residual 3-D average acceleration vectors, and GOCE residual gravity
gradients, respectively. The terms C(k)

G , CAA, and CGG are the covariance
matrices of noise in sets of residual data of the three considered types, respec-
tively. Notice that the latter two matrices are independent from the month.
The terms A(k)

G , A(k)
AA, and A(k)

GG are the design matrices associated with the
data of the three aforementioned types, respectively. Finally,

N(k)
UG =

(
A(k)

G

)T(
C(k)

G

)−1
A(k)

G (6.3)
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Figure 6.4: The unconstrained (a) GRACE-only (UG), (b) GRACE/GOCE com-
bined (UC), and (c) pseudo-combined (UP) gravity field solutions for the considered
11 months in terms of per-degree geoid height differences from DGM-1S.

and
N(k)

UC =
(
A(k)

G

)T(
C(k)

G

)−1
A(k)

G +

+
(
A(k)

AA

)T
(CAA)−1A(k)

AA +
(
A(k)

GG

)T
(CGG)−1A(k)

GG (6.4)

are the normal matrices associated with the GRACE-only and the combined
GRACE/GOCE solutions, respectively.

6.2.2 Impact of GOCE data onto unconstrained solutions

The unconstrained GRACE-only solutions for the considered 11 months are
shown in Fig. 6.4a in terms of per-degree geoid height differences from DGM-
1S. Thereafter, these solutions are denoted as “UG”: Unconstrained GRACE-
only. One can see that all these solutions show a similar behaviour. Be-
low degree 20, their per-degree amplitudes decrease as the degree increases.
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Figure 6.5: Logarithm with base 10 of formal errors in terms of geoid heights in
the GRACE-only solution for November 2010 up to (a) the maximum degree and (b)
degree 40.

This is consistent with the behaviour of signals caused by the Earth’s mass
re-distribution (Wahr et al., 1998; Sasgen et al., 2006). Above that degree,
however, the per-degree amplitudes increase, which is an evidence that noise
gradually becomes the dominant contributor. The observed noise level is
mostly associated with a poor estimation of sectorial and near-sectorial co-
efficients, caused by the previously mentioned anisotropic sensitivity of KBR
data (Fig. 6.5).
It is worth noticing in Fig. 6.4a that the UG solutions produced for the first
four months are characterized with a relatively large noise level in the entire
range of degrees. This is due to the fact that the GRACE satellites’ orbits
during that time interval were nearly repeating themselves after only seven
days. For the sake of brevity, I hereafter refer to these four months as “bad”
and to the remaining ones as “good”.
Fig. 6.4b presents a similar set of solutions, but produced by a combined
inversion of KBR and GOCE data. Both GOCE SST data and its gravity
gradients are exploited in these solutions. They are hereafter referred to as
“UC”: Unconstrained Combined. The incorporation of GOCE data reduces
noise quite significantly. For the “good” months, this reduction is mostly
limited to the range of high degrees (above nearly degree 60). For the “bad”
months, the impact of GOCE data is even more pronounced. It is observed in
the entire range of degrees, so that the spectral behaviour of the UC solutions
for the “bad” months and those for the “good” ones becomes quite similar.
Furthermore, a comparison between the UG and UC solutions allows me to
conclude that no model degradation is observed in the UC solutions due to the
presence of the polar gaps in the GOCE spatial coverage. I explain this by the
presence of KBR data in the joint inversion, as mentioned in the introductory
part of the thesis.
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It is tempting to conclude based on this experiment that the added value of
GOCE data, at least for the months when GRACE satellites follow an orbit
with a relatively short repeat period, may be substantial. One should bear
in mind, however, that a reduction of noise in unconstrained solutions does
not necessarily justify a need in real GOCE data. The actual added value can
only be claimed when the data contain new information about the signals being
studied. Otherwise, the reduction of noise is nothing more than constraining
a model. Such a noise reduction can be achieved in the absence of real data,
too. For that, it may be sufficient to replace real data with a realistic noise
realization, which can be simulated numerically, or even to replace real data
with zeroes. With this consideration in mind, I conduct the third experiment.
I replace both the GOCE residual 3-D average accelerations and its residual
gravity gradients with time series filled with zeros. Hereafter, I refer to these
time series as “pseudo-data”. The compiled pseudo-data are inverted, together
with the sets of GRACE residual range combinations, in the same manner as
in the case of the real GOCE data, including the usage of the same stochastic
models of data noise. In other words, I replace the GRACE-only normal
matrix in Eq. (6.1) with the GRACE/GOCE combined normal matrix, i.e.,

x(k)
UP =

(
N(k)

UC

)−1(
A(k)

G

)T(
C(k)

G

)−1
d(k)

G . (6.5)

I hereafter denote the resulting set of solutions as “UP”: Unconstrained
Pseudo-combined. These solutions are shown in Fig. 6.4c. From a compari-
son of Fig. 6.4b with Fig. 6.4c, one can conclude that the noise reduction in
monthly solutions achieved by the incorporation of the GOCE pseudo-data
seems to be close to that achieved using the real GOCE data. In other words,
the impact of real GOCE data can be mostly explained by the incorporation
of their normal matrix into the system of normal equations, i.e., it is similar
to the impact of a regularization.
One may argue that the usage of the GOCE pseudo-data forces the solutions
to be close to the a priori static gravity field model. Since this a priori model in
my study is DGM-1S, which is partly based on GOCE data (see chapter 3), it
is, strictly speaking, not fair to claim that the UP solutions do not exploit the
information content of real GOCE data at all. However, I have also repeated
the computations using another a priori model, EIGEN-5C (Förste et al.,
2008b), which was compiled without GOCE data. The results (not shown)
turned out to be quite similar to those demonstrated in Fig. 6.4.
Furthermore, it could be argued that the produced monthly solutions may
reflect not only the temporal gravity field variations, but also deficiencies of
the adopted a priori static gravity field model. A way to eliminate the latter
effect is to consider differences between successive monthly solutions rather
than the monthly solutions themselves. Therefore, I focus below on month-to-
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month differential solutions. Two of such solutions are addressed explicitly: (i)
“December 2009 minus November 2009”, which is associated with the “bad”
months; and (ii) “December 2010 minus November 2010”, which corresponds
to the “good” months. In addition, the linear trend in the entire time inter-
val November 2009 till December 2010 is considered. It is obtained for each
spherical harmonic coefficient together with five other parameters, namely, a
bias and four parameters describing the annual and semi-annual sinusoidal
variations, by a least squares adjustment, in which the observation equation
per coefficient reads as follows:

x(τ) = y0 + y1τ + y2 cos(2πτ) + y3 sin(2πτ) + y4 cos(4πτ) + y5 sin(4πτ). (6.6)

Herein, τ denotes the time difference between the middle of a considered month
and the middle of the time interval under consideration after normalising (i.e.,
after dividing by the length of the time interval for which the unknowns are
to be estimated), x(τ) is a value estimated for a given coefficient in the month
associated with τ , y0 represents the bias with respect to the a priori static
gravity field model, y1 describes the linear trend, and y2 till y5 account for the
annual and semi-annual sinusoidal variations to be estimated. The unknown
terms y0 till y5 are estimated from the 11 monthly values of a given coefficient.
Figure 6.6 shows the derived products (i.e., the differential solutions “Decem-
ber 2009 minus November 2009”, differential solutions “December 2010 minus
November 2010”, and the linear trends) in terms of per-degree geoid heights.
The products based on the solutions of all the three types, namely, UG, UC,
and UP, are presented, which facilitates their comparison. In addition, I in-
clude the per-degree differences between the UC- and UP-based products. One
can see that in the range of low degrees (up to nearly degree 60), the difference
between the UC- and UP-based products is indeed minor. This can be consid-
ered as a further justification of my earlier statement that the role of GOCE
data is mostly limited to constraining the solutions, so that the information
content of these data does not play a notable role. It is also remarkable that
for the differential solution related to the “good” months under consideration,
the incorporation of GOCE data or pseudo-data practically has no effect be-
low degree 60. At higher degrees, the GOCE pseudo-data as compared to
the real measurements of the mission result in a stronger reduction of noise
in the solutions. Most probably, this is due to the fact that real GOCE data
are contaminated by noise, which propagates into the spherical harmonic co-
efficients. Given the fact that the sensitivity of GRACE data to high-degree
signals is relatively low, this noise propagation gradually becomes dominant as
degree increases. Noise in the pseudo-combined solutions, on the other hand,
is solely the outcome of GRACE data noise propagation. The other differen-
tial solutions reflect a similar pattern, and therefore, are not shown. At last,
it is worth noting that the UG solution of the linear trend (Fig. 6.6c) shows



6.2 Unconstrained gravity field solutions 101

(a) (b)

0 20 40 60 80 100 120
1e−06

1e−05

0.0001

0.001

0.01

0.1

1

Degree

G
eo

id
 h

ei
gh

t (
m

)

0 20 40 60 80 100 120
1e−06

1e−05

0.0001

0.001

0.01

0.1

1

Degree

G
eo

id
 h

ei
gh

t (
m

)

 

 

 UG
 UC
 UP
 UP minus UC

(c)

0 20 40 60 80 100 120
1e−06

1e−05

0.0001

0.001

0.01

0.1

1

Degree

G
eo

id
 h

ei
gh

t (
m

/y
r)

Figure 6.6: Products based on unconstrained GRACE-only (UG), GRACE/GOCE
combined (UC), and pseudo-combined (UP) solutions: (a) differential solutions “De-
cember 2009 minus November 2009”, (b) differential solutions “December 2010 minus
November 2010”, and (c) linear trends. In addition, the differences between the UP-
and UC-based products are included. All the results are shown in terms of geoid
height per degree.

a similar pattern as the differential solution derived from the “bad” months
(Fig. 6.6a). I explain this by the fact that the relatively strong random noise
in the UG solutions produced for the “bad” months influences the estimation
of the linear trend in a negative manner.
I compare the solutions in the spatial domain, too. For instance, Fig. 6.7 shows
the linear trends in terms of equivalent water heights derived from the UG, UC,
and UP solutions. Noise in the UG-based trend is typical for unconstrained
GRACE-only solutions: along-track stripes, which are especially pronounced
in the tropical areas, where a solution of this type suffers the most from the
anisotropic sensitivity of GRACE KBR data. Noise in the trend derived from
the UC solutions, which are constrained by real GOCE data, is much lower,
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Figure 6.7: Linear trends in terms of equivalent water heights derived from the
(a) unconstrained GRACE-only (UG), (b) GRACE/GOCE combined (UC), and (c)
pseudo-combined (UP) solutions. The maps are generated on a 0.5◦ ×0.5◦ grid. Their
RMS values are (a) 165.5 m/yr, (b) 6.6 m/yr, and (c) 4.2 m/yr.

i.e., the stripes are much less pronounced. The trend derived from the UP
solutions, which are constrained by the GOCE pseudo-data, shows the lowest
noise level. The differential solutions behave in a similar way, and therefore,
are not shown.
In addition, the produced solutions of all the three types (UG, UC, and UP)
are compared in terms of globally obtained RMS values of equivalent water
heights (Table 6.1). This table clearly shows that the GOCE pseudo-data lead
to the lowest noise level in the produced solutions. It is of the order of 4 – 8 m
in the case of the differential solutions and about 4 m/yr in the case of the
linear trend. On the other hand, the observed noise level in all the cases is at
least an order of magnitude higher than the expected signal level (e.g., Ditmar
et al., 2010). Therefore, the analysis of the unconstrained solutions does not
allow one to decide whether or not the usage of real GOCE data improves the
retrieval of the mass transport.
In practice, the utilization of GRACE-based time-varying gravity field models
requires that noise in them is reduced to a sufficiently low level. A common
way to achieve this is to apply a properly defined filter. Studying the added
value of GOCE data in the context of filtered monthly gravity field solutions
is the primary subject of the next section.



6.3 Optimally filtered gravity field solutions 103

Table 6.1: The global RMS equivalent water heights derived from UG-, UC-, and
UP-based products. The equivalent water heights are computed at the nodes of an
equiangular 0.5◦ × 0.5◦ grid.

Product UG UC UP

“December 2009 minus November 2009” (m) 350.3 10.2 4.1

“December 2010 minus November 2010” (m) 56.5 10.0 8.2

Linear trend (m/yr) 165.5 6.6 4.2

6.3 Optimally filtered gravity field solutions
The first subsection describes the filtering of the GRACE-only and combined
GRACE/GOCE monthly gravity field solutions. The second subsection looks
into the differences between the filtered solutions of these two types in an
attempt to quantify the impact of GOCE data.

6.3.1 Filtering procedure

As it was pointed out in the introductory part of the thesis, multiple filters
have been proposed to suppress noise in GRACE-based unconstrained models
of the temporal gravity field variations. In this thesis, I limit myself to the
optimal anisotropic filter described in (Klees et al., 2008b) and (Liu et al.,
2010). The filter is statistically optimal in the sense that it minimizes the
mean square differences between the true mass variations and the estimated
filtered ones. In the case of the GRACE-only monthly solutions, this filter is
defined as:

F(k)
G = D

(
C(k)

UG + D
)−1

, (6.7)

where D denotes the full covariance matrix of the signal and C(k)
UG is the

full covariance matrix of noise in a GRACE-only solution produced by the
inversion of the corresponding normal matrix: C(k)

UG = (N(k)
UG)−1. The optimal

filter to be applied to a combined GRACE/GOCE monthly solution is defined
similarly:

F(k)
C = D

(
C(k)

UC + D
)−1

, (6.8)

where C(k)
UC is the full covariance matrix of noise in the combined solution:

C(k)
UC = (N(k)

UC)−1. The filters defined in this way are spatially varying: the
higher the signal-to-noise ratio at a particular location, the less smoothing is
applied, and vice versa.
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As it has been shown by Klees et al. (2008b), simple algebraic manipulations
allow the terms in the expression for the optimal filter to be re-ordered. For
instance, the filter F(k)

G can be alternatively represented as

F(k)
G =

{(
C(k)

UG

)−1
+ D−1

}−1(
C(k)

UG

)−1
. (6.9)

The application of such a filter to an unconstrained GRACE-only solution
yields:

F(k)
G x(k)

UG ={(
C(k)

UG

)−1
+ D−1

}−1(
C(k)

UG

)−1(
N(k)

UG

)−1(
A(k)

G

)T(
C(k)

G

)−1
d(k)

G =

{
N(k)

UG + D−1
}−1(

A(k)
G

)T(
C(k)

G

)−1
d(k)

G . (6.10)

Thus, the optimal filtering is equivalent to the regularization of the solution,
the regularization matrix being defined as D−1, i.e., the inverse signal covari-
ance matrix. Obviously, a similar statement holds true also for the combined
GRACE/GOCE solutions.
The procedure to compute the signal covariance matrix is discussed in detail
in (Klees et al., 2008b) and (Liu et al., 2010). This matrix is computed with
an iterative scheme, which initiates from a constant variance of mass trans-
port signal worldwide. An accurate computation of this matrix requires a
sufficiently long time series of time-varying gravity field solutions: the longer,
the better. In my study, however, I deal with a relatively short time series of
solutions. Therefore, in my analysis, I cannot accurately compute this matrix
myself and have to make use of the one computed in the course of production
of DMT-1.

6.3.2 Impact of GOCE data onto optimally filtered solutions

The optimal filters described in the previous subsection are applied to all the
GRACE-only and the combined GRACE/GOCE monthly solutions one by
one. Hereafter, GOCE SST and SGG data are treated not only combined but
also separately. In other words, two additional variants of the GRACE/GOCE
combined solutions are produced. To that end, I invert either of the afore-
mentioned sets of GOCE data together with the KBR data and then apply
the appropriately built optimal filter.
Prior to a further analysis, I subtract from the considered eleven-month time
series the corresponding mean to eliminate the contribution of the GRACE
and GOCE data to an improvement of the a priori static gravity field model.
Furthermore, I consider derived products similar to those described in sec-
tion 6.2.2: (i) nine differential solutions obtained by subtracting two successive
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Figure 6.8: Some results based on the optimally filtered GRACE-only solutions: (a)
the monthly solution of November 2009; (b) the differential solution “December 2009
minus November 2009”; and (c) the linear trend. All the results are shown in terms of
equivalent water heights. The maps are generated on a 0.5◦ × 0.5◦ grid. Their RMS
values are (a) 2.8 cm, (b) 2.7 cm, and (c) 3.5 cm/yr.

monthly solutions; and (ii) linear trend in the time interval November 2009 –
December 2010 computed from the filtered solutions with the same procedure
as described in section 6.2.2.
Figure 6.8 shows some of the results obtained based on KBR data alone: (a)
the monthly solution of November 2009; (b) the differential solution “Decem-
ber 2009 minus November 2009”; and (c) the linear trend. The first two
products (Fig. 6.8a and 6.8b) show a particularly strong signal in the equato-
rial areas, which are known to show pronounced annual variations due to the
accumulation and depletion of continental water stocks. Furthermore, positive
signals are visible in the second product (Fig. 6.8b) in many continental areas
above latitude 50◦N. Most probably, they reflect the increasing accumulation
of snow in winter. In the map of the linear trend (Fig. 6.8c), one can easily
recognize, among others, a strong ice mass loss at the southeast coast of Green-
land and at the coast of Amundsen sea in West Antarctica. The maps based
on the filtered GRACE/GOCE combined solutions are visually quite similar
to those related to the GRACE-only ones, and therefore, are not shown.
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Both the optimal filtering and the usage of GOCE pseudo-data can be inter-
preted as applying a regularization to unconstrained GRACE-only solutions.
A comparison of Figs. 6.7 and 6.8c allows one to conclude that the optimal
filters constrain the solutions much heavier than the GOCE pseudo-data. One
may, therefore, suggest that the impact of GOCE pseudo-data in the context
of filtered solutions must be minor. The conducted experiments confirm this
expectation. The difference between the optimally filtered UG and UP solu-
tions is always at a sub-millimeter level everywhere. Therefore, the idea of
using GOCE-pseudo data is not addressed below any further.
As it was previously mentioned, the filtered GRACE-only solutions are quite
close to the filtered combined GRACE/GOCE ones. Therefore, the focus of
my further analysis is on the differences between the solutions of these two
types rather than on the solutions themselves. Below, a collection of these
differences is treated in my study as a formal definition of the impact of GOCE
data.
To quantify this impact, I compute its RMS in terms of equivalent water
heights for all the monthly solutions and the products derived on their basis
individually. In addition, the RMS values based on the entire time series
are produced for the monthly and differential solutions. The obtained results
are presented in Table 6.2, both in terms of equivalent water heights (cm or
cm/yr in the case of the linear trend) and in the form of percentages with
respect to the RMS value of the corresponding mass transport signal, which
is always computed based on the GRACE-only solutions. First, Table 6.2
shows that the impact of GOCE data onto the optimally filtered solutions is,
in average, quite modest: for most cases, it stays at the level of 1 – 3 % of the
signal sensed by the GRACE. Furthermore, the average impact of GOCE SST
data exceeds that of its gravity gradients up to 4 times. Finally, there is no
obvious distinction between the impact of GOCE data in the “bad” months
(November 2009 till February 2010) and that in the “good” ones (i.e., March
2010 till December 2010).
Furthermore, it is worth noticing that random errors in the filtered GRACE-
based monthly solutions are of the order of 1 cm in terms of equivalent water
heights or even larger (e.g., Liu et al., 2010). Thus, the average impact of
GOCE data quantified in this study is well below the noise level.
Figure 6.9a shows the impact of GOCE data onto the differential solution
“December 2009 minus November 2009” in terms of equivalent water heights.
From a comparison of this picture with Fig. 6.8b, one can conclude that the
impact of GOCE data closely correlates with the total mass transport signal.
It is the largest in the continental areas near the equator, where large mass
variations of the hydrological origin occur, as well as in the polar areas with
a rapid ice mass change. At the same time, it is the smallest in the oceanic
areas.
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Table 6.2: The statistical information about the impact of the GOCE SST and SGG
data onto the optimally filtered monthly GRACE-only gravity field solutions and the
products derived on their basis. The numbers are given both in terms of equivalent
water heights (cm or cm/yr for the linear trend) and in the form of percentages with
respect to the RMS value of the corresponding signal computed on the basis of the
GRACE-only solutions.

Product Time GOCE SST GOCE SST GOCE SGG

interval and SGG data alone data alone

data

combined

cm or per cm or per cm or per

cm/yr cent cm/yr cent cm/yr cent

Monthly November 2009 0.04 1.48% 0.04 1.33% 0.02 0.68%

solutions December 2009 0.03 1.67% 0.03 1.31% 0.02 1.00%

January 2010 0.03 1.36% 0.02 0.98% 0.02 0.94%

February 2010 0.03 1.22% 0.03 1.12% 0.01 0.50%

March 2010 0.03 0.93% 0.02 0.77% 0.02 0.55%

April 2010 0.04 1.38% 0.04 1.21% 0.02 0.68%

May 2010 0.05 1.74% 0.05 1.62% 0.02 0.64%

June 2010 0.08 2.89% 0.08 2.83% 0.02 0.67%

October 2010 0.03 0.70% 0.02 0.59% 0.01 0.35%

November 2010 0.03 0.87% 0.03 0.74% 0.02 0.44%

December 2010 0.03 0.89% 0.02 0.77% 0.01 0.47%

All solutions 0.04 1.40% 0.04 1.28% 0.02 0.59%

Differential Dec 2009 minus Nov 2009 0.06 2.02% 0.05 1.70% 0.03 1.07%

solutions Jan 2010 minus Dec 2009 0.04 1.78% 0.03 1.31% 0.03 1.21%

Feb 2010 minus Jan 2010 0.04 1.66% 0.03 1.28% 0.02 1.05%

Mar 2010 minus Feb 2010 0.04 1.81% 0.03 1.49% 0.02 1.04%

Apr 2010 minus Mar 2010 0.05 2.23% 0.04 1.90% 0.03 1.20%

May 2010 minus Apr 2010 0.07 2.72% 0.06 2.45% 0.03 1.21%

Jun 2010 minus May 2010 0.09 3.54% 0.08 3.40% 0.03 1.08%

Nov 2010 minus Oct 2010 0.03 1.11% 0.02 0.76% 0.02 0.81%

Dec 2010 minus Nov 2010 0.03 1.31% 0.03 0.98% 0.02 0.89%

All solutions 0.05 2.16% 0.04 1.89% 0.03 1.07%

Linear trend Nov 2009 – Dec 2010 0.04 1.14% 0.04 1.03% 0.02 0.48%
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Figure 6.9: The impact of GOCE data onto the differential mass transport solution
“December 2009 minus November 2009”: (a) the combined impact of GOCE SST and
SGG data; (b) the impact of GOCE SST data only; and (c) the impact of GOCE
SGG data only. All the results are presented in terms of equivalent water heights.
The maps are generated on a 0.5◦ ×0.5◦ grid. Their RMS and the maximum absolute
values are: (a) 0.06 cm and 1.34 cm; (b) 0.05 cm and 0.67 cm; and (c) 0.03 cm and
1.18 cm.

I find it also remarkable that the impact of GOCE data spans a wide range
of spatial scales. The reason for that becomes more clear if one looks into the
impact of GOCE SST data and its gravity gradients, separately (Figs. 6.9b
and 6.9c, respectively). The obtained maps allow me to conclude that the
impact of GOCE SST data is mostly limited to the range of low spherical
harmonic degrees. Its presence is visible worldwide, including the oceans,
though correlations with the total mass transport signal are definitely present.
The impact of GOCE gravity gradients, on the other hand, is observed as a
collection of small-scale features, which is consistent with a relatively high
sensitivity of these data to signals at high degrees. These small-scale features
are strictly limited to areas where the mass transport signal is rather strong,
i.e., mostly to the continental areas (such as Amazon, South Greenland, and
Antarctica). The fact that the applied filter is aggressive the least in areas
where relatively strong mass transport occurs makes the impact of GOCE data
in those areas be subjected to less smoothing than in the rest of the globe.
This makes the impact of GOCE data in those areas larger. The analysis of
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the other solutions and the products derived on their basis leads to similar
findings, and therefore, is not presented.
The obtained results prompt that it is insufficient to limit the analysis to
the average impact of GOCE data, as it is done in Table 6.2. It is also
necessary to consider the peak values (i.e., maximum absolute values) of the
impact, which are expected to be associated with areas of relatively strong
mass transport signals. This allows me to inspect whether or not at least in
areas with relatively strong mass variations the impact of GOCE data can be
substantial.
In Table 6.3, I present the peak values of the impact of GOCE data. The
combined impact of GOCE SST and SGG data as well as the individual impact
of data of each type are considered. One can see that the majority of the
peak values are identified either at the southeast coast of Greenland or in the
Amazon river basin, i.e., indeed in areas where the mass transport signal is
particularly strong.
To understand the numbers presented in Table 6.3 better, I compare them with
the signal at the vicinity of the geographical location where the peak impact of
GOCE data is identified. The monthly solutions are unfortunately not quite
useful for such a comparison. The signal in the monthly solutions is measured
relatively with respect to a reference level, which can be chosen, generally
speaking, arbitrarily. In the case of this study, this level is defined as the mean
over the considered eleven monthly solutions. This means, for instance, that
in areas where the signal is predominately characterized with a linear trend,
the signal is relatively small in the middle of the considered time interval and
increases towards the edges. Of course, one can easily manipulate this signal
by choosing a different reference level. Hence, to make the comparison more
objective, I hereafter focus only on the differential solutions and the linear
trend.
The peak impact of GOCE SST data onto the differential solutions reaches
1 cm in terms of equivalent water heights. It is observed in the Amazon river
basin for the differential solution “May 2010 minus April 2010”. From the
corresponding map (Fig. 6.10a), it can be observed that this impact appears
like stripes elongated in the North-South direction with the peak value over
the Amazon river, where the total mass transport signal is maximum, too
(Fig. 6.10c). Since such a spatial pattern is typical for errors in GRACE-
based solutions, I cautiously interpret the identified impact as an attempt of
GOCE SST data to mitigate those inaccuracies. The combined impact of the
GOCE SST and SGG data (Fig. 6.10b) stays at the same level as that of the
GOCE SST data alone, but the spatial pattern somewhat changes. On top
of the features elongated in the meridional directions, I observe a collection
of small-scale features due to a relatively high sensitivity of GOCE gravity
gradients to signals at high degrees. A comparison of the impact with the
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Table 6.3: The peak values of the impact of GOCE data onto the optimally filtered
monthly solutions and the products derived on their basis. All the results are shown
in terms of equivalent water heights. They are extracted from maps generated on a
0.5◦ × 0.5◦ grid.

Product GOCE SST and GOCE SST GOCE SGG

SGG data data alone data alone

combined

Time interval June 2010 May 2010 March 2010

Monthly Peak value (cm) 0.90 0.73 0.71

solutions 67.25◦N, 3.25◦S, 3.75◦S,

Location 33.75◦W 63.75◦W 61.75◦W

(Greenland) (Amazon) (Amazon)

Time interval Dec. 2009 minus May 2010 minus Dec. 2009 minus

Nov. 2009 Apr. 2010 Nov. 2009

Differential Peak value (cm) 1.34 1.02 1.18

solutions 3.75◦S, 3.25◦S, 3.75◦S,

Location 60.25◦W 63.75◦W 60.25◦W

(Amazon) (Amazon) (Amazon)

Linear Peak value (cm/yr) 0.57 0.16 0.51

trend 67.25◦N, 15.75◦S, 67.25◦N,

Nov. 2009 – Location 36.75◦W 48.75◦W 36.75◦W

Dec. 2010 (Greenland) (Greenland)

total signal observed in the Amazon river basin for the differential solution
under consideration (Fig. 6.10c) shows that the observed impact in relative
terms remains minor: not more than 2 %. The same conclusion can be drawn
from the graph of differential GRACE-only and combined solutions shown
along a selected East-West profile (Fig. 6.10d), which is marked with a black
line in the aforementioned three maps.
The peak impact of the GOCE SGG data onto the differential solutions is
slightly above 1 cm in terms of equivalent water heights. It is also observed
in the Amazon river basin, but in this case for the differential solution “De-
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Figure 6.10: Results based on the differential solution “May 2010 minus April 2010”
over the Amazon river basin in terms of equivalent water heights: (a) the impact of the
GOCE SST data alone; (b) the impact of the GOCE SST and SGG data combined;
(c) the total mass transport signal recovered from GRACE KBR data; and (d) the
GRACE-only and combined estimations of mass transport along a selected East-West
profile, which is marked by a thick black line in the maps. All the results are shown
in terms of equivalent water heights.

cember 2009 minus November 2009” (Fig. 6.11a). The peak impact is located
near the city of Manaus, where the Rio Negro river joins the Amazon river.
The seasonal variations of water level in Manaus harbour reach several me-
ters. Hence, this location is characterized by a relatively strong though highly
localized signal. Therefore, the observed impact of the GOCE gravity gra-
dients can be interpreted as an attempt to improve the spatial resolution of
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Figure 6.11: Results based on the differential solution “December 2009 minus
November 2009” over the Amazon river basin in terms of equivalent water heights:
(a) the impact of the GOCE SGG data alone; (b) the impact of the GOCE SST
and SGG data combined; (c) the total mass transport signal recovered from KBR
data; and (d) the GRACE-only and combined estimations of mass transport along
a selected North-South profile, which is marked with a black line in the maps. The
location of Manaus is marked in the maps with a green triangle. The results are in
terms of equivalent water heights.

the GRACE-only differential solution, in which the signal in the sub-basins
to the south from the Amazon and in the Amazon itself can hardly be sep-
arated (Fig. 6.11c). Given the total signal for the differential solution under
consideration being about 20 cm (Figs. 6.11c and 6.11d), the peak impact of
the GOCE gravity gradients is about 5 %. The peak impact of the GOCE



6.3 Optimally filtered gravity field solutions 113

(a) (b)

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

−0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6
Equivalent water height trend (cm/yr)

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

−0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6
Equivalent water height trend (cm/yr)

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

(c) (d)

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

−50 −40 −30 −20 −15 −10 −5 0 5 10
Equivalent water height trend (cm/yr)

−50˚ −45˚ −40˚ −35˚ −30˚

60˚

60˚

65˚

65˚

70˚

70˚

−40

−39

−38

−37

−36

−35

−34

−33

−32

−31

−30

E
q

u
iv

a
le

n
t 

w
a

te
r 

h
e

ig
h

t 
tr

e
n

d
 (

c
m

/y
r)

66 67 68 69

Latitude

−40

−38

−36

−34

−32

−30

66 68

GRACE KBR + GOCE SST + GOCE SGG

GRACE KBR + GOCE SGG

GRACE KBR

Figure 6.12: Results based on the estimated linear trend over the southeast Green-
land in terms of equivalent water heights: (a) the impact of the GOCE SGG data
alone; (b) the impact of the GOCE SST and SGG data combined; (c) the total
mass transport signal recovered from GRACE KBR data; and (d) the GRACE-only
and GRACE/GOCE combined estimations of mass transport along a selected profile
crossing the Kangerdlugssuaq glacier along the coast, which is marked in the maps
with a thick black line. The location of the Kangerdlugssuaq glacier is also marked in
the maps with a red triangle and in the profile picture with a vertical green line. All
the results are shown in terms of equivalent water heights. The maps are generated
on a 0.5◦ × 0.5◦ grid.
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SST and SGG data combined is also found at this location and for the same
differential solution. The spatial pattern of the combined impact (Fig. 6.11b)
is somewhat similar to that of the GOCE gravity gradients alone. The incor-
poration of the GOCE SST data has only resulted in the appearance of faint
meridional stripes. That is, it has a similar effect as mentioned earlier in the
case of the differential solution “May 2010 minus April 2010”. According to
Table 6.3, the peak of the combined impact is 1.34 cm of equivalent water
heights, i.e., 6 – 7 % of the total signal under consideration. These findings
are consistent with Fig. 6.11d, in which the GRACE-only and GRACE/GOCE
combined estimations of the mass variations are plotted along a North-South
profile near Manaus, which is marked with a black line in the three maps
discussed above.
As far as the linear trend is concerned, the peak impact of the GOCE SGG
data alone and that of the GOCE SST and SGG data combined are both
identified at the southeast coast of Greenland (Figs. 6.12a and 6.12b, respec-
tively). These impacts are of almost similar peak value, which is slightly above
0.5 cm/yr (Table 6.3). They show a similar spatial pattern, too. This spatial
pattern is characterized by a localized positive feature situated to the south
from the Kangerdlugssuaq glacier, which is characterized by massive ice mass
loss in the past few years. In the GRACE-only solution, shown in Fig. 6.12c,
the mass loss signal, which is centred at the Kangerdlugssuaq glacier, spreads
over a relatively large distance along the coast. Then, the impact of the GOCE
data can be interpreted as an attempt to increase the spatial resolution of the
GRACE-only solution near the Kangerdlugssuaq glacier. This can also be
observed in Fig. 6.12d, in which the GRACE-only and the combined estima-
tions of mass variations are shown along a profile crossing the aforementioned
glacier along the coast. Since the total signal observed at the considered lo-
cation is about 30 – 40 cm/yr (Figs. 6.12c and 6.12d), the observed impact of
the GOCE data does not exceed 2 %.
The peak impact of the GOCE SST data alone in the context of the linear
trend is even less: only 0.16 cm/yr. Thus, I do not find it justified to discuss
it in any further detail.

6.3.3 Attempt of an alternative definition of impact of GOCE
data

It could be argued that the impact of the GOCE data quantified with the
described methodology might be even somewhat overestimated. Currently,
this quantification is made on the basis of the pairs of filtered solutions, the
optimal filter applied to the GRACE-only and the one applied to the combined
GRACE/GOCE solution in each pair being defined differently. That is, the
filter is defined for each solution using the corresponding noise covariance



6.3 Optimally filtered gravity field solutions 115

180° 150°W120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E 120°E 150°E 180°
90°S

60°S

30°S

0°

30°N

60°N

90°N

−1.20 −0.17 −0.12 −0.08 −0.06 −0.04 −0.02 0.00 0.02 0.04 0.06 0.08 0.12 0.17 1.40

(cm)

Figure 6.13: The same as
Fig.6.9a, but the GRACE-
only and the combined
GRACE/GOCE unconstrained
solutions are filtered consistently
using the optimal filter built for
the combined GRACE/GOCE
solution. The RMS and peak
values are 0.09 cm and 4.09 cm,
respectively.

matrix, which is obviously unique for each solution. Therefore, the obtained
impact can be interpreted as a combination of two effects: an effect onto
unconstrained solutions and an effect onto the optimal filters. The latter effect,
however, cannot be possibly related to the added value of GOCE data in the
true sense of the word, because the construction of the optimal filter requires
a stochastic model of data noise and not the data themselves at all. Such a
stochastic model can be built by numerical simulations, without real GOCE
data whatsoever. To eliminate the effect of GOCE data onto optimal filters, I
make an attempt to re-estimate the impact of GOCE data, having applied the
same filter to both the GRACE-only and GRACE/GOCE combined solutions
in each pair. For that purpose, I utilize the optimal filter built for the combined
GRACE/GOCE solution. Such a filter is less aggressive than that designed for
the GRACE-only solutions. Therefore, additional signals that may potentially
be present in GOCE data are not suppressed anymore. The impact obtained
in this way for the differential solution “December 2009 minus November 2009”
is shown in Fig. 6.13.
A comparison of this figure with Fig. 6.9a (i.e., its counterpart when different
filters are applied to the GRACE-only and combined GRACE/GOCE solutions
in the pair under consideration) allows me to conclude that the utilization of
the same filters, in fact, does not reduce the difference between the GRACE-
only and combined GRACE/GOCE solutions. On the contrary, it leads to a
contamination of the obtained impact with additional high-frequency inaccu-
racies. Most probably, this is a consequence of the fact that the GRACE-only
unconstrained solutions as compared to the combined GRACE/GOCE ones
are characterized by a higher level of random noise. However, a suppres-
sion of this noise in the solutions of the later type should not be associated
with an added value of GOCE data. As the experiments previously discussed
have shown, this suppression can also be done with a better filter, namely,
with the filter designed for the GRACE-only solutions deliberately. Thus,
the application of the optimal filters built for the GRACE-only and combined
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GRACE/GOCE solutions separately, as it is explained in section 6.3.2, leads
to a fairer quantification of the added value of GOCE data than the application
of same filters.

6.4 Summary, discussion, and conclusions

Temporal variations of the Earth’s gravity field are nowadays primarily mon-
itored with KBR data collected by the GRACE mission. With the study
presented in this chapter, I made an attempt to quantify the potential added
value of SST and SGG data from the GOCE mission to signals retrieved by
KBR data. To that end, the time-varying gravity field variations were rep-
resented by a time series of monthly solutions in terms of spherical harmonic
coefficients up to degree 120. In this way, a time series of KBR-only solutions
and three time series of GRACE/GOCE combined solutions were produced.
The latter ones were generated based on a combination of KBR data with (i)
GOCE SST data alone; (ii) GOCE SGG data alone; and (iii) a combination
of the latter two data types. The differences between the combined solutions
and the KBR-only ones were analyzed. In doing so, both unconstrained and
optimally filtered solutions were considered. It was found that the impact of
GOCE data in these two cases is radically different.
In the case of unconstrained solutions, GOCE data compete only with KBR
data. The accuracy of data of the latter type is, however, limited. Firstly,
KBR data describe the gravity field variations to a lower spherical harmonic
degree than GOCE gravity gradients. Secondly, KBR data suffer from an
anisotropic sensitivity, so that the East-West variations of the gravity field
are recovered poorly. As a result, the usage of GOCE data allows the noise
level to be reduced substantially: by 1 – 2 orders of magnitude. This is
consistent with earlier findings of Ditmar and Liu (2007), which were based on
synthetic GRACE and GOCE data. I showed in my study, however, that such
a notable impact is not more than a stabilization effect, which is similar to that
achievable with, e.g., a regularization. Thus, this impact cannot be referred
to as the added value of GOCE data in the true sense of the word, because
the observed improvement does not benefit from the information content of
GOCE data and does not require the presence of the real GOCE satellite in
orbit.
In order to quantify an impact for GOCE data that can be linked with the
information content of these data, I considered solutions subsequent to a sta-
tistically optimal anisotropic filtering (Klees et al., 2008b; Liu et al., 2010).
The application of such a filter can be understood as a regularization of a
solution. Therefore, GOCE data in this context compete both with KBR data
and with a priori information exploited in the regularization concept. Con-
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sequently, the quantified impact of GOCE data reduces dramatically in this
setup. I found that the average impact of GOCE data in this context stays
at sub-millimeter level in terms of equivalent water heights. Due to the fact
that the typical accuracy of GRACE-based solutions is of the order of 1 cm,
the impact quantified in the study presented can be considered as minor, if
not negligible.
A further analysis demonstrated that this impact is not distributed homoge-
neously over the globe. In fact, it reveals a rather strong spatial correlation
with the total mass transport signal. This triggered an idea to look into the
geographical locations and time intervals where the impact of GOCE SST
and SGG data both individually and jointly is maximum. I found that the
peak values of the impact of GOCE data stay at the level of 0.7 – 1.3 cm
of equivalent water heights in the case of the monthly and differential (i.e.,
month-to-month) solutions. As far as the linear trends are concerned, the
peak impacts reach 0.5 – 0.6 cm/yr in the same representation. Thus, these
values approach the level of noise in GRACE solutions or even narrowly exceed
it. Furthermore, a more in-depth analysis of selected maps of impact allowed
this impact to be likely interpreted as an attempt of GOCE data to mitigate
the known limitations of GRACE data. However, the observed impact remains
rather small in comparison with the total signal. It does not exceed 5 – 7 %
in all considered cases. Nevertheless, I find it premature to conclude that the
modelling of mass redistribution cannot benefit from GOCE data. This is in
view of several reasons:
First, the impact of GOCE data can be particularly significant in the case of
strong but localized signals such as those associated with major earthquakes.
However, a special care should be taken in such a case to reduce the so-
called “omission error”. A way to do that is to compute spherical harmonic
coefficients up to a sufficiently high degree (definitely above degree 120). An
alternative way is to use regional parameterizations of the gravity field similar
to those studied by, e.g., Wittwer (2009). To increase the potential benefit of
GOCE data in this context further, it is also advisable to apply more advanced
filters, which could be based on a more accurate stochastic model of signal than
that adopted in the study presented. For instance, the stochastic description
of the expected signal could be tuned for the peak signal values rather than
based on the RMS signal computed from a long time series of time-varying
solutions, as it is done in (Klees et al., 2008b; Liu et al., 2010). This will
make the behaviour of the filters to be applied to unconstrained solutions
less aggressive and, therefore, will allow GOCE data to compete with a priori
information more successfully.
Second, the impact of GOCE data may be increased if the accuracy of these
data is further improved. In this context, it will be definitely beneficial to use
data of the latest releases, which are produced with an improved gradiometer
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calibration scheme (Siemes et al., 2012). It is important to keep in mind that
the history of GOCE data processing is much shorter than that of GRACE
data processing. Thus, it is not unlikely that there is still a potential for
further improvements. Another way to reduce propagated noise in GOCE
data is to consider time-varying gravity field solutions based on a sufficiently
long time series of data (spanning several months or even years), so that noise
is averaged out. It goes without saying that the stochastic model of noise in
all those cases must be adjusted to the actual noise level, which will make the
filters less aggressive and will allow the resulting solutions to fully benefit from
a reduced data noise (Siemes et al., 2013).
Finally, it is worth noticing that a combination of various circumstances will
have a cumulative effect in increasing added value of GOCE data. For instance,
a reduction of noise in GOCE gravity gradients to the level of 2 mE/

√
Hz in the

measurement band, which is in line with early estimations (e.g., Sünkel, 2000),
in combination with a sufficiently strong but localized signal, such as the one
triggered by the Sumatra-Andaman earthquake, may increase the signal-to-
noise ratio to such an extent that a mass redistribution model of a reasonable
quality can even be built on the basis of GOCE gravity gradients alone (Han
and Ditmar, 2008).



7 GRACE global temporal gravity
field modelling: DMT-2

7.1 Introduction

The primary objective of this chapter is to produce and present a new global
time-varying gravity field model entitled DMT-2: Delft Mass Transport model,
release 2. Similar to its predecessor, i.e., DMT-1 (Liu et al., 2010), the new
model is produced with a stand-alone processing of GRACE KBR data. These
data are transformed into monthly sets of residual range combinations with
respect to an a priori static gravity field model. These residuals are computed
in the same manner as described in chapter 2 (section 2.3.1). The exception
is the scheme used to calibrate the GRACE satellites’ accelerometers, which
is somewhat improved in the development of DMT-2 (see section 7.2.1.1).
On the basis of the monthly sets of residual range combinations, a time se-
ries of unconstrained monthly gravity field solutions is produced, which are
composed of spherical harmonic coefficients with respect to the a priori static
gravity field model. The solutions are complete to degree 120. Following Liu
et al. (2010), the production of these solutions involves two iterations, in both
of which solutions are produced to degree 120. Those computed at the first
iteration are truncated at degree 13. The truncated solutions are included
in the force model to compute solutions at the second iteration. Adding the
solutions computed at the second iteration to those computed and truncated
at the first iteration yields the final unconstrained monthly gravity field solu-
tions. These solutions are then optimally filtered with the procedure described
in (Klees et al., 2008b; Liu et al., 2010) as well as in the previous chapter. As
compared to its predecessor, the new model benefits from a number of improve-
ments applied in its development. This includes, among others, the usage of a
more advanced frequency-dependent data weighting (which is realized by an
accurate estimation of data noise on a monthly basis and subsequently by a
detailed parameterization of the estimated noise with an ARMA process) and
the usage of the release 2 of GRACE level-1B data. These improvements are
described in this chapter and their contribution is quantified. DMT-2 cur-
rently covers the time interval February 2003 till December 2010, excluding
June 2003 due to the lacking of GRACE data. In order to analyse its quality,
I compare the new model with its predecessor in the context of the optimally
filtered solutions.
On the basis of the DMT-2 optimally filtered solutions and their counterparts
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produced with the same procedure but up to a reduced degree, I additionally
perform an investigation on the spatial resolution achievable from KBR data
in the context of the monthly global gravity field modelling. This is primarily
to inspect whether it is necessary to perform the GRACE monthly gravity
field modelling up to degree 120 or choosing a lower maximum degree could
lead to a similar spatial resolution in these models.
Here is how the chapter is structured. Section 7.2 describes the improvements
applied in the development of DMT-2 as compared to its predecessor when
the unconstrained solutions are computed. A comparison between the DMT-2
unconstrained solutions and their DMT-1 counterparts is made in section 7.2,
too. An analysis of the quality of these two models subsequent to the optimal
filtering is presented in section 7.3. In that section, I additionally obtain
and present a quantification of the contribution of some of the improvements
applied in the development of DMT-2. In section 7.4, I present the results
of an investigation performed on the spatial resolution achievable from KBR
data in the context of the monthly global gravity field modelling. Section 7.5
summaries the chapter and its findings.

7.2 Unconstrained gravity field solutions

In the first subsection, I illustrate the improvements incorporated in the pro-
duction of DMT-2 as opposed to its predecessor. In the second subsection, I
make a comparison between the unconstrained solutions associated with these
two models.

7.2.1 Improvements

The improvements applied in the production of DMT-2 are related to either
the data, or the force model or the data processing methodology. The improve-
ments of the former two types are described in the first subsection, whereas
those of the latter type are discussed in the second subsection.

7.2.1.1 Data- and force model-related improvements

The data and the force model exploited in the production of DMT-2 as com-
pared to those used when DMT-1 was compiled are subject to the following
improvements:

(i) Usage of the latest release (i.e., release 2) of GRACE level-1B data. These
data as compared to those from the previous releases are cleaned from,
in particular, systematic inaccuracies in KBR data, which are identified
and reported by Horwath et al. (2011).
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(ii) Usage of a latest a priori static gravity field model, i.e., DGM-1S (up to
degree 250), instead of EIGEN-GL04C (up to degree 150).

(iii) Usage of the latest release (i.e., release 5) of the AOD1B model (Dobslaw
et al., 2013) instead of the previous release of this model.

(iv) Usage of a state-of-the-art ocean tide model, i.e., EOT11a, instead of
FES2004.

(v) Usage of an improved scheme to calibrate the satellites’ accelerometers.
Similar to the scheme utilized in the production of the DMT-1 model,
which is similar to that described in chapter 2, the improved scheme es-
timates one bias per axis per six-hour orbital arc. Unlike the old scheme,
however, the improved one estimates only one scaling factor per compo-
nent per month.

The force model exploited in the development of DMT-2 includes all the other
ingredients listed in chapter 3 (section 3.2). The exceptions are the linear
trends in the five low-degree spherical harmonic coefficients of the gravity field
(i.e., c̄20, c̄30, c̄40, c̄21, and s̄21). It is obviously unjustified to include those
linear trends in the force model in the production of a time-varying gravity
field model. They represent a part of the temporal gravity field variations.
Thus, their exclusion from the force model is to ensure that this part like the
remaining part of the temporal gravity field signal is represented in the model
to be produced. It is important to note that the incorporation of EOT11a into
the force model and the implementation of the improved calibration scheme
have been delivered by P. Inacio in the framework of his Ph.D. thesis currently
being executed at the Delft University of Technology.
Figure 7.1 reflects the impact of the improvements in GRACE level-1B data
and of those applied to the force model onto residual range combinations. This
picture shows the PSD

1
2 of two sets of residuals of this type for July 2006 as an

example. Those sets are computed in the production of DMT-1 and DMT-2,
i.e., they are with respect to EIGEN-GL04C (up to degree 150) and DGM-1S
(up to its maximum degree), respectively. The picture reveals a lower power
for the residuals related to DMT-2. I interpret this as a reduction of noise
in the residuals as a consequence of the aforementioned improvements. This
noise reduction is observed in the entire spectrum. In the frequency range 0.5
– 10 mHz (which is marked in Fig. 7.1 with two vertical lines and comprises a
significant part of the time-varying gravity field signal), it is mainly related to
the usage of the latest release of GRACE level-1B data. Above the frequency
10 mHz, it is mainly associated with the usage of a better static gravity field
model. Below the frequency 0.5 mHz, it is explained by a cumulative effect of
the improvements incorporated into the force model.
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Figure 7.1: The PSD 1
2 of the

GRACE residual range combi-
nations associated with DMT-1
and DMT-2 based on data of
July 2006. The vertical lines
mark the 0.5 mHz (3 cpr) and
10 mHz (54 cpr) frequencies. A
Gaussian smoothing has been
applied for a better visualiza-
tion.
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7.2.1.2 Methodology-related improvements

The data processing methodology used in the production of the DMT-2 uncon-
strained solutions as compared to that built by Liu (2008) for compiling the
DMT-1 unconstrained solutions is subject to two adjustments: (i) improved
elimination of the low-frequency noise and (ii) improved frequency-dependent
data weighting.

Improved elimination of the low-frequency noise The first improve-
ment concerns the seven-parameter high-pass filter, which is built and applied
to monthly sets of residual range combinations to eliminate their low frequency
noise, i.e., Eq. (3.1) in section 3.3.1. This filter in the production of DMT-1 is
built based on a non-weighted least squares adjustment, whereas in the pro-
duction of the new model it makes use of the new spatially-dependent data
weighting, described in the previous chapter. As it was explained in that chap-
ter, this improved estimation and elimination of the low-frequency noise min-
imizes the damping of the mass transport signals in areas where these signals
are relatively strong. It is worth mentioning that the signal variances, which I
used in the production of DMT-2 to form the spatially-dependent weight ma-
trix, is based on signal variances derived from the DMT-1 optimally filtered
monthly solutions in the time interval February 2003 – November 2010. The
map of those standard deviations is almost similar to that shown in Fig. 6.1
in the previous chapter, and therefore, not shown here.

Improved frequency-dependent data weighting The second improve-
ment lies within the realization of the frequency-dependent data weighting.
The dependency of residual data noise on frequency in the production of
DMT-1 was represented with a sketchy analytical function. Moreover, one
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Figure 7.2: The PSD 1
2 of noise

and of stochastic models of noise
in GRACE residual range com-
binations: noise estimated in
the production of DMT-2 for
July 2006 (blue); its best-fitting
ARMA model (red); and the
analytical model of noise ex-
ploited when DMT-1 was pro-
duced (green).

single function was used to approximate noise in all months. In the produc-
tion of the new model, however, I account for this dependency with detailed
ARMA models of noise built iteratively as described in the previous chapter.
Furthermore, I built these ARMA models on a monthly basis to account for
a notable time-variability of noise, which was shown earlier in chapters 3 and
6. The DMT-2-type frequency-dependent data weighting approach allows sta-
tistically optimal solutions to be compiled even if noise gradually changes in
time. Figure 7.2 shows the PSD

1
2 of noise in GRACE residual range combi-

nations for July 2006 (as an example) and its best fitting ARMA model built
in the development of DMT-2. For a comparison, the PSD

1
2 of the analytical

function used to approximate noise in the production of DMT-1 is plotted in
this picture, too. The picture indicates that the noise models built and used
in the production of DMT-2 approximate the actual noise much better than in
the case of DMT-1. The impact of the new frequency-dependent data weight-
ing onto the solutions turns out to be substantial. I will prove (in section 7.3)
that the improved frequency-dependent data weighting clearly outperforms all
the other aforementioned improvements applied in the production of DMT-2
combined. The impact of this improvement in the context of the optimally
filtered solutions is quantified in the next section.

7.2.2 DMT-2 versus DMT-1: unconstrained solutions

In order to make a comparison of DMT-2 with its predecessor, I derive the
linear trend form the corresponding unconstrained monthly gravity field solu-
tions. Since DMT-1 does not include the solution for December 2010, for the
sake of consistency, I derive the linear trend for both models (in this section
and in the next one) for the time interval February 2003 – November 2010.
To compute the linear trend, I use the same procedure as the one described
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Figure 7.3: The linear trend in
terms of per degree geoid height
derived from the DMT-1 and
DMT-2 unconstrained monthly
gravity field solutions in the
time interval February 2003 till
November 2010.
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Figure 7.4: The linear trend in terms of equivalent water heights derived from the
(a) DMT-1 and (b) DMT-2 unconstrained monthly gravity field solutions up to degree
120 in the time interval February 2003 till November 2010. The maps are generated
on a 0.5◦ × 0.5◦ grid. Their RMS values are (a) 2.9 m/yr and (b) 1.7 m/yr.

in the previous chapter (section 6.2.2). The computed linear trends are shown
in Fig. 7.3 in the spectral domain in terms of per degree geoid height and
in Fig. 7.4 in the spatial domain in terms of equivalent water heights up to
degree 120. The latter picture indicates that the DMT-2 unconstrained so-
lutions as compared to those from DMT-1 are less striped: by about 40 % in
terms of RMS equivalent water heights. According to Fig. 7.3, this reduction
of stripes is mainly associated with the coefficients above approximately de-
gree 25. Nevertheless, given the outcome of the investigation presented in the
previous chapter, I do not consider the presence of less stripes in an uncon-
strained gravity field model as a reliable indicator of a higher quality. Thus,
in the next section, I compare the quality of DMT-1 and DMT-2 after the
optimal filtering.
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7.3 Optimally filtered gravity field solutions

As it was pointed out earlier, the optimal filtering of DMT-2 unconstrained
solutions is performed with the same procedure as the one used in the produc-
tion of DMT-1, i.e., in the same manner as described in (Klees et al., 2008b;
Liu et al., 2010) as well as in the previous chapter. The difference between
DMT-2 and its predecessor in this context is limited to the computation of
the signal covariance matrix, i.e., D. This matrix in the case of DMT-1 was
estimated in the time interval February 2003 – December 2006, whereas it is
now estimated in a longer time interval, namely, February 2003 – December
2010. This leads to a more representative estimation of the signal covariance
matrix.
In the first subsection, I make a comparison between DMT-2 and its pre-
decessor subsequent to the optimal filtering. I additionally discuss in that
subsection the origin of the differences identified between these two models.
In the second subsection, I obtain and present a quantification of the contri-
bution of the new releases of GRACE level-1B data and the AOD1B model
individually.

7.3.1 DMT-2 versus DMT-1: optimally filtered solutions

Figures 7.5a and 7.5b compares the DMT-1 and DMT-2 models in terms of
the linear trend derived from the optimally filtered solutions in the time inter-
val February 2003 – November 2010. The linear trend is computed with the
same procedure as described in the previous chapter. In addition, the differ-
ence between these two variants of the linear trend is presented in Fig. 7.5d.

The picture reveals relatively large differences between the DMT-1 and
DMT-2 models. These differences are observed in areas with relatively strong
mass variations, such as Greenland, Antarctica, Himalayas, South Africa, and
Patagonia in south Argentina. The map of the DMT-2 model as compared to
that related to its predecessor reflects the mass variations in these areas with
a much higher spatial resolution. For instance, the mass variations in Green-
land are more concentrated along the coast and the retrieved signal amplitude
is higher in the case of the DMT-2 model. This is consistently observed in
all the aforementioned areas. According to the peak equivalent water heights
provided in the caption of Fig. 7.5, the signal amplitude differences between
these two models reach about 30 %.
I associate the higher spatial resolution of the DMT-2 model as compared
to its processor almost entirely with the improved frequency-dependent data
weighting exploited in the production of the new model. In order to prove this
statement, I produce a preliminary variant of the DMT-2 model, hereafter
referred to as DMT-2p, in the same time interval, with using the same force
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Figure 7.5: The linear trend estimated from the optimally filtered monthly mass
transport solutions in the time interval February 2003 till November 2010: (a) DMT-
1; (b) DMT-2; (c) DMT-2p; (d) the difference between DMT-1 and DMT-2; and (e)
the difference between DMT-1 and DMT-2p. The maps are in terms of equivalent
water heights up to degree 120. They are generated on a 0.5◦ × 0.5◦ grid. Their RMS
values are (a) 1.42 cm/yr, (b) 1.70 cm/yr, (c) 1.65 cm/yr, (d) 0.77 cm/yr, and (e)
0.82 cm/yr. Their peak values are (a) 39.7 cm/yr, (b) 51.0 cm/yr, (c) 55.0 cm/yr,
(d) 29.3 cm/yr, and (e) 35.9 cm/yr.

model, with using the same release of GRACE level-1B data, and based on
the same data processing methodology as in the case of DMT-1, but with
the usage of the improved frequency-dependent data weighting methodology.
The linear trend derived from the DMT-2p optimally filtered solutions in the
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Figure 7.6: The linear trend estimated over the southeast Greenland from the
filtered solutions (February 2003 – November 2010): (a) DMT-1; (b) DMT-2; (c)
DMT-2p; and (d) the variations derived from these models along an East-West profile
crossing the Kangerdlugssuaq glacier. The maps are in terms of equivalent water
heights. Their RMS values are (a) 4.78 cm/yr, (b) 5.84 cm/yr, and (c) 5.35 cm/yr.
Their peak values are (a) 18.7 cm/yr, (b) 26.5 cm/yr, and (c) 24.5 cm/yr.

time interval February 2003 – November 2010 is presented in Fig. 7.5c. Its
difference from the linear trend derived from the DMT-1 model is exhibited in
Fig. 7.5e. A quite good agreement is observed between the DMT-2 and DMT-
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2p models as well as between the maps of differences of these two models from
the DMT-1 model.
The crucial role of the improved frequency-dependent data weighting becomes
even more convincing if I zoom into the aforementioned maps. Figure 7.6a
– 7.6c shows the linear trend derived over the southeast Greenland from the
DMT-1, and DMT-2, and DMT-2p optimally filtered solutions. In addition,
Fig. 7.6d shows the linear trend retrieved from these models along a selected
East-West profile crossing the Kangerdlugssuaq glacier. An inspection of the
collection of the pictures presented in Fig. 7.6 confirms the statements above.
The signals retrieved from DMT-2 or DMT2-p over the considered region are
quite close to each other. They are both much higher than that observed in
the case of DMT-1. This difference over, for instance, the Kangerdlugssuaq
glacier, is 25 – 35 % of equivalent water heights. It is also worth noticing
that the signal amplitude retrieved from DMT-2 is slightly larger than that
from DMT-2p (by about 5 % over the Kangerdlugssuaq glacier). This can be
explained by a cumulative contribution of the other improvements applied in
the production of DMT-2 in addition to the improved frequency-dependent
data weighting.
Finally, I find it worth noticing in Figs. 7.5c and 7.6c positive features in
DMT-2p in sea areas close to the south Greenland and south Alaska. These
features are most likely artifacts. They are not present in DMT-2. I explain
this by the contribution of the other improvements applied in the production
of DMT-2 in addition to the improved frequency-dependent data weighting.
The absence of these artifact in DMT-2 is most probably due to the usage
of the new release of GRACE level-1B data in the production of this model.
However, this is my personal belief and it is yet to be verified.

7.3.2 Contribution of the latest releases of GRACE level-1B
data and AOD1B model

A recent development in the area of the time-varying gravity field modelling
is the distribution of the release 2 of GRACE level-1B data and release 5 of
the AOD1B model. Therefore, I find it relevant to obtain and present a quan-
tification of the contribution of the usage of these products in the context
of the GRACE time-varying gravity field modelling. To that end, I produce
two DMT-1-type preliminary models. In the production of each of these pre-
liminary models, I consider all the improvements mentioned earlier used in
the production of DMT-2 with the exception of the one whose contribution
is to be quantified. Then, I compare the DMT-1-type preliminary models
with DMT-2 and then analyse their differences. The produced preliminary
models cover only a one-year time interval in January 2006 – December 2006.
Thus, I make the comparison between all the three involved models for the
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Figure 7.7: The linear trend estimated from the optimally filtered monthly mass
transport solutions in the time interval January 2006 till December 2006: (a) DMT-
2; (b) the DMT-1-type preliminary model produced with the previous releases of
GRACE level-1B data (i.e., DMT-2 but based on the releases 0 and 1 of GRACE level-
1B data); (c) the DMT-1-type preliminary model produced with the previous release
of the AOD1B model (i.e., DMT-2 but based on the release 4 of the AOD1B model);
(d) the difference between DMT-2 and the DMT-1-type preliminary model produced
with the previous releases of GRACE level-1B data (i.e., the contribution of the release
2 of GRACE level-1B data); (e) the difference between DMT-2 and the DMT-1-type
preliminary model produced with the previous release of the AOD1B model (i.e.,
the contribution of the release 5 of the AOD1B model). The maps are in terms of
equivalent water heights up to degree 120. They are generated on a 0.5◦ × 0.5◦ grid.
Their RMS values are (a) 3.76 cm/yr, (b) 4.24 cm/yr, (c) 3.80 cm/yr, (d) 2.42 cm/yr,
and (e) 1.13 cm/yr. Their peak values are (a) 46.27 cm/yr, (b) 63.74 cm/yr, (c)
48.20 cm/yr, (d) 24.84 cm/yr, and (e) 11.28 cm/yr.
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linear trend derived from the corresponding optimally filtered solutions in this
one-year time interval. It is worth mentioning that for the optimal filtering
of the DMT-1-type preliminary unconstrained solutions, I utilize the signal
covariance matrix estimated in the production of DMT-2. Furthermore, each
DMT-1-type preliminary unconstrained solution is filtered on the basis of its
own noise covariance matrix. Figure 7.7 presents DMT-2 and the two DMT-1-
type preliminary models as well as the difference between the latter two mod-
els and the former one. The results reflect pronounced East-West artifacts
in the DMT-1-type preliminary model produced with the previous releases of
GRACE level-1B data. This is consistent with the findings of Horwath et
al. (2011), who have identified and reported inaccuracies of this type in the
polar areas. I, however, identify them all over the globe. These inaccura-
cies manifest themselves not only in the map of differences, but also in the
map related to the DMT-1-type preliminary model itself. Furthermore, the
results show relatively large differences in the arctic oceans between DMT-2
and the DMT-1-type preliminary model produced with the previous release of
the AOD1B model. I associate these differences with improved oceanic models
incorporated when the new release of the AOD1B model was produced (Dob-
slaw et al., 2013). Finally, it is worth noting that given the RMS and peak
values provided in the caption of Fig. 7.7, the contribution of the new release
of GRACE level-1B data outperforms that of the new release of the AOD1B
model in the conducted experiment.

7.4 Maximum degree recoverable from KBR data
in monthly gravity field modelling

With the usage of the latest release of GRACE level-1B data three monthly
gravity field models have been released so far. They are produced by the
Center for Space Research (CSR), GeoForschungsZentrum (GFZ), and Jet
Propulsion Laboratories (JPL) (Bettadpur, 2012; Dahle et al., 2012; Watkin
and Ning, 2012). Unlike DMT-2, these models are complete only to degree
60 (in the case of CSR) or 90 (in the case of GFZ and JPL). In principle, re-
duction of the maximal spherical harmonic degree may lead to a loss of some
high-frequency information available in GRACE KBR data. Therefore, I find
it important to perform an investigation on the spatial resolution achievable
from these data in the context of the monthly gravity field modelling. To
that end, I utilize DMT-2 and its clones computed up to degree 60 and 90. I
compare the difference between these three models in terms of the linear trend
derived from the optimally filtered solutions in the time interval February 2003
till December 2010. Figure 7.8 presents DMT-2 and its clones as well as the
difference of the latter two models from the former one. Figure 7.8 re-
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Figure 7.8: The linear trend estimated from the optimally filtered monthly mass
transport solutions in the time interval February 2003 till December 2010: (a) a DMT-
2 clone computed up to spherical harmonic degree 60; (b) a DMT-2 clone computed
up to spherical harmonic degree 90; (c) DMT-2 (which is complete up to spherical
harmonic degree 120); (d) the difference between DMT-2 and its clone computed up
to spherical harmonic degree 60; and (e) the difference between DMT-2 and its clone
computed up to spherical harmonic degree 90. The maps have been presented in terms
of equivalent water heights. They have been generated on a 0.5◦ × 0.5◦ grid. Their
RMS values are (a) 1.60 cm/yr, (b) 1.67 cm/yr, (c) 1.71 cm/yr, (d) 0.62 cm/yr, and
(e) 0.38 cm/yr. Their peak values are (a) 29.9 cm/yr, (b) 41.5 cm/yr, (c) 51.4 cm/yr,
(d) 21.8 cm/yr, and (e) 10.1 cm/yr.
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Figure 7.9: The linear trend estimated over the southeast Greenland from the
optimally filtered monthly mass transport solutions in the time interval February
2003 till December 2010: (a) a DMT-2 clone computed up to spherical harmonic
degree 60; (b) a DMT-2 clone computed up to spherical harmonic degree 90; (c)
DMT-2; and (d) the mass variations along a selected East-West profile crossing the
Kangerdlugssuaq glacier. The maps are presented in terms of equivalent water heights.
They are generated on a 0.5◦ × 0.5◦ grid. Their RMS values are (a) 5.55 cm/yr, (b)
5.81 cm/yr, and (c) 5.87 cm/yr. Their peak values are (a) 18.7 cm/yr, (b) 24.3 cm/yr,
and (c) 26.53 cm/yr.
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Figure 7.10: The linear trend estimated from the optimally filtered monthly mass
transport solutions in the time interval February 2003 till December 2010: (a) a DMT-
2 clone computed up to degree 60; (b) a DMT-2 clone computed up to degree 90; (c)
DMT-2; (d) the difference between DMT-2 and its clone computed up to degree 60;
and (e) the difference between DMT-2 and its clone computed up to degree 90. These
pictures are the same as those shown in Fig. 7.8, but the unconstrained solutions of
the DMT-2 clones are augmented above their maximum degrees up to degree 120 with
zeros. The maps are in terms of equivalent water heights. They are generated on a
0.5◦ × 0.5◦ grid. The RMS values are (a) 1.67 cm/yr, (b) 1.71 cm/yr, (c) 1.71 cm/yr,
(d) 0.20 cm/yr, and (e) 0.07 cm/yr. Their peak values are (a) 43.99 cm/yr, (b)
51.36 cm/yr, (c) 51.39 cm/yr, (d) 7.52 cm/yr, and (e) 2.11 cm/yr.
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Figure 7.11: The linear trend estimated over the southeast Greenland from the
optimally filtered monthly mass transport solutions in the time interval February
2003 till December 2010: (a) a DMT-2 clone complete up to degree 60; (b) a DMT-
2 clone up to degree 90; (c) DMT-2; and (d) the mass variations along a selected
East-West profile crossing the Kangerdlugssuaq glacier. These pictures are the same
as those shown in Fig. 7.9, but the unconstrained solutions of the DMT-2 clones are
augmented above their maximum degrees up to degree 120 with zeros. The maps
are in terms of equivalent water heights. They are generated on a 0.5◦ × 0.5◦ grid.
The RMS values are (a) 5.73 cm/yr, (b) 5.87 cm/yr, and (c) 5.87 cm/yr. Their peak
values are (a) 25.35 cm/yr, (b) 26.53 cm/yr, and (c) 26.53 cm/yr.
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veals non-negligible differences between DMT-2 and its two considered clones.
These differences are expectedly larger for the DMT-2 clone computed up to
degree 60 as compared to that computed up to degree 90. The peak values
of these differences, which are provided in the caption of Fig. 7.8, are well
above the GRACE noise level. Importantly, these differences are observed in
areas with relatively strong temporal gravity field variations. Furthermore,
they are characterized by ring patterns due to the well known “Gibbs” phe-
nomenon, which typically occurs when a spectral representation of a physical
phenomenon is truncated at a too low frequency. I associate these differences
with a higher spatial resolution of DMT-2 as compared to its considered clones.
This can be clearly observed, e.g., in Greenland, where signal recovered from
DMT-2 as compared to its clones is more concentrated along the coast, as one
can expect.

To inspect the identified differences further, I zoom over the southeast Green-
land in Fig. 7.9. This picture shows DMT-2 and its two considered clones. Ad-
ditionally, I present in this figure the linear trend derived from these three mod-
els along a selected East-West profile crossing the Kangerdlugssuaq glacier.
The picture demonstrates that the usage of the DTM-2 clones computed up
to degree 60 and 90 instead of DMT-2 leads to an underestimation of the sig-
nal amplitude by about 30 % and 8 % in the case of the maximum degree 60
and 90, respectively.

Nevertheless, I find it essential to demonstrate that the higher spatial resolu-
tion of DMT-2 as compared to its clones must be almost entirely attributed to
the filter applied at the post-processing stage and not to KBR data themselves.
To that end, I conduct a new experiment in which the unconstrained solutions
of the DMT-2 clones computed up to degree 60 and 90 are augmented above
their maximum degree up to degree 120 with zeros. They are then subject to
the optimal filtering in the same manner as applied to the solutions complete
to degree 120. The results are presented in Figs 7.10 and 7.11. These two
figures present the same materials as those respectively shown in Figs. 7.8
and 7.9, but for the new experiment. One can see in the new pictures that
the DMT-2 clones computed up to a reduced maximum degree in the new
experiment show much lower differences from DMT-2 as compared to those
computed in the previous experiment. Given the GRACE noise level being 1
– 2 cm/yr of equivalent water heights in the monthly gravity field modelling,
the differences in the case of the maximum degree 90 are now even below the
GRACE noise level. This implies that the JPL and GFZ monthly gravity field
models, which are complete to degree 90, probably do not suffer from a loss
of information content of KBR data. As far as the CSR model is concerned,
its re-computation to a higher degree is advised.
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7.5 Summary and conclusions
A new global time varying gravity field model, entitled DMT-2, was produced
on the basis of GRACE KBR data in the form of range combinations. The
new model represents the gravity field variations with respect to DGM-1S on
a monthly basis in terms of spherical harmonic coefficients up to degree 120.
It is currently comprised of 94 monthly solutions covering the time interval
February 2003 till December 2010, excluding June 2003 due to the absence
of GRACE data. Both unconstrained and optimally filtered solutions are
produced. As compared to its predecessor, namely, DMT-1, the new model
benefits from a number of improvements applied in the course of its develop-
ment: (i) the usage of the release 2 of GRACE level-1B data; (ii) the usage of
the release 5 of the AOD1B model; (iii) the usage of a GRACE/GOCE static
gravity field model, namely, DGM-1S, as the a priori one; (iv) the usage of a
latest global ocean tide model, namely, EOT11a; (v) the usage of an improved
calibration of GRACE satellites’ accelerometers; (vi) the usage of an improved
frequency-dependent data weighting methodology; and (vii) the usage of an
improved estimation and elimination of the low-frequency noise in monthly
sets of GRACE residual range combinations.
It was shown that DMT-2 substantially outperforms its predecessor in terms
of spatial resolution. This improvement was proven to be almost entirely asso-
ciated with the usage of a more advanced frequency-dependent data weighting,
which is realized with an accurate estimation of data noise and subsequently
a computation and incorporation of highly-detailed ARMA models of noise in
monthly sets of residual range combinations. Furthermore, it was confirmed
that the usage of the release 2 of GRACE level-1B data instead of the previous
releases of these data leads to the elimination of East-West artifacts from the
GRACE mass transport models all over the globe.
In addition, I showed that DMT-2 contains relatively strong signals above
spherical harmonic degree 60 and 90, which are lost if an attempt is made to
truncate this model. On the other hand, I demonstrated that the presence of
these high-frequency signals must be almost entirely attributed to the filters
applied and not to information content in GRACE KBR data.
Finally, it was found that the maximum spherical harmonic degree in the
context of the GRACE monthly gravity field modelling should not be chosen
lower than 90. It was shown that choosing a lower maximum degree may
lead in the spatial domain to a non-negligible underestimation of the signal
amplitude in areas with strong temporal gravity field variations.



8 GRACE-only global static grav-
ity field modelling with EGM96
as a priori model

8.1 Introduction

The methodology adopted in chapter 3 in the production of DGM-1S cannot
be applied to produce a static gravity field model of an acceptable quality
if an inaccurate model is used as the a priori one. This is due to the fact
that a priori orbits produced in that case would be too inaccurate. This
means that GRACE satellites’ line-of-sight unit vectors, i.e., e(t) in Eq. (2.4),
which are computed from a priori orbits, would also be inaccurate. This
would make the functional model, established by Eq. (2.4), inadequate. In this
chapter, I investigate whether the methodology followed in the production of
DGM-1S could be improved so that it could also lead to an accurate static
gravity field model when a relatively old model such as EGM96 is exploited
as the a priori one. When producing DEOS_CHAMP-01C from CHAMP
kinematic orbit data, Ditmar et al. (2006) demonstrated that the average
acceleration approach in the context of kinematic orbit data could yield a
static gravity field model of a good quality even if EGM96 is used as the a
priori model. Furthermore, Reubelt et al. (2012) have recently demonstrated
a successful static gravity field modelling from GOCE kinematic orbit data
with the point-wise acceleration approach even without using any a priori
model for the static part of the gravity field. Apparently, this is possible
due to the fact that satellite accelerations are related to spherical harmonic
coefficients linearly. As far as GOCE gravity gradients are concerned, their
links to spherical harmonic coefficients are linear as well (see Appendix B).
Thus, the outcome of the gravity field retrieval on the basis of GOCE gravity
gradients is independent from the quality of the a priori gravity field model,
provided that no regularisation is applied. An attempt of the gravity field
modelling based on GRACE KBR measurements, on the other hand, in one
way or another heavily relies on the concept of the dynamic orbit integration,
which depends on the a priori gravity field model. Therefore, I perform the
investigation designated for this chapter only in the context of the GRACE
mission.
To perform this investigation, I produce a GRACE-only static gravity field
model using EGM96 as the a priori model. To that end, I consider both
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data types of the GRACE mission, i.e., its KBR and kinematic orbit data.
This is to ensure a fair comparison that is to be eventually made between
the model produced in this research and alternative models produced and
released by other research centres, which all use both data types. I produce
GRACE-based residual data sets (residual range combinations and residual 3-
D average acceleration vectors) in the same manner as described in chapter 2
(in sections 2.3.1 and 2.3.2, respectively). The force model exploited for this
purpose accounts, in addition to EGM96, for all the other contributors listed in
section 3.2. A number of modifications are to be applied to the GRACE data
processing methodology to enable it to deal with relatively large inaccuracies in
the a priori (dynamic) orbits caused by a relatively low quality of EGM96. Due
to a practical limitation, which I explain in section 8.2.1, I apply the adjusted
methodology to only GRACE data in 2006. The produced GRACE-only model
is compared with AIUB-GRACE01S (Jäggi et al., 2008), i.e., another one-year
GRACE-only static gravity field model produced by using EGM96 as the a
priori one. AIUB-GRACE01S has been produced up to spherical harmonic
degree 120. Thus, to ensure a fair comparison, I set the maximum degree in
the model production as 120, too. Importantly, I impose no regularization to
be consistent with AIUB-GRACE01S in this aspect as well.
Here is the outline of the chapter. In section 8.2, I describe modifications
applied to the GRACE data processing methodology and quantify their effects,
individually. The produced GRACE-only model is presented in section 8.3,
where a preliminary analysis of its quality is made by comparing it and AIUB-
GRACE01S with EGM2008. Furthermore, an independent validation of these
two GRACE-only models is performed in section 8.3 by confronting them
with GRACE KBR and GOCE SGG control data as described in chapter 4.
Section 8.4 concludes and summarises the chapter.

8.2 Data processing modifications and their effects

Three modifications are applied to the methodology that was used to produce
DGM-1S from GRACE data:

(i) The GRACE residual range combinations are no longer subject to the
empirical high pass filter of Eq. (3.1). When using a relatively poor a
priori static gravity field model such as EGM96, the low frequency part of
the spectrum of these residuals is overwhelmed by gravity signals, which
are to be retrieved. Thus, the low-frequency noise is treated by defining
and applying a so-called “geometrical correction”. Given relatively large
inaccuracies in the a priori orbits based on EGM96, I find it essential to
define and apply a similar correction in the context of GRACE satellites’
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residual 3-D average acceleration vectors, too. All these corrections are
defined in the first subsection.

(ii) The ARMA models of noise in sets of residual data of both types are
improved iteratively. This iterative scheme has already been described
in chapter 6 (section 6.2.1.2).

(iii) The a priori static gravity field model is also improved in an iterative
manner. That is, the gravity field model produced at the first iteration,
for instance, is exploited in the force model as the new a priori static
gravity field model in order to retrieve the gravity field at the second
iteration. A few iterations of this type are performed until a convergence
is achieved.

Thus, the improved data processing methodology consists of two iterative
schemes. To facilitate a distinction between them, they are hereafter referred
to as the “noise model-related” and “a priori model-related” iterative schemes
by which the ARMA models of noise in residual data sets and the a priori
model of the gravity signal are to be improved, respectively. The former
scheme occurs within the latter one.
A quantification of the effect of these three modifications is individually pre-
sented in the following three subsections, respectively. In doing so, a number
of preliminary GRACE-only models are produced. These preliminary models
are analysed in terms of per-degree geoid height differences with respect to
EGM2008. As the reference, I include EGM96 and DGM-1S in the analysis,
too.

8.2.1 Geometrical corrections and their effect

8.2.1.1 Geometrical correction of residual range combinations

Conceptually, GRACE residual range combinations reflect the discrepancy
between the true (observed) and the a priori (computed) range combinations,
provided that the latter ones are computed at the true GRACE satellites’
locations:

δḡi = ei−1 · eiρi−1 − 2ρi + ei · ei+1ρi+1

(∆t)2 −
{

ā(0)(r2,i) − ā(0)(r1,i)
}

· ei, (8.1)

where the lower index i = 1, 2, ... corresponds to the measurement time ti =
t0 + i∆t with t0 being an initial epoch, ā(0)(rj,i) is the a priori 3-D average
acceleration vectors with j = 1 for GRACE-1 and j = 2 for GRACE-2. The
computation of the right-hand side of Eq. (8.1) requires knowledge of the
true GRACE satellites’ positions rj,i and of the true line-of-sight unit vectors
ei. Since both of these are unavailable, the a priori counterparts of these
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quantities, i.e., r(0)
j,i and e(0)

i , derived from the GRACE satellites’ dynamic
orbits, are utilized. In order to account for inaccuracies of these a priori
counterparts, I introduce a geometrical correction that consists of a position-
related correction, i.e.,

δ
(p)
ḡi

=
{

ḡ(0)(r2,i) − ḡ(0)(r1,i)
}

· e(0)
i −

{
ḡ(0)(r(0)

2,i ) − ḡ(0)(r(0)
1,i )
}

· e(0)
i , (8.2)

and two direction-related ones, i.e.,

δ
(d)
ḡi

=
{

ḡ(0)(r(0)
2,i ) − ḡ(0)(r(0)

1,i )
}

· ei −
{

ḡ(0)(r(0)
2,i ) − ḡ(0)(r(0)

1,i )
}

· e(0)
i , (8.3)

and
δ

(d′)
ḡi

= ei−1 · eiρi−1 − 2ρi + ei · ei+1ρi+1

(∆t)2 −

e(0)
i−1 · e(0)

i ρi−1 − 2ρi + e(0)
i · e(0)

i+1ρi+1

(∆t)2 . (8.4)

Herein, ḡ(0) is the a priori 3-D average gravitational acceleration vectors and
rj,i and ei are respectively positions and line-of-sight unit vectors derived from
orbits of a higher quality than the a priori ones. Thus, the corrected values
for the GRACE residual range combinations are obtained by the following
expression:

e(0)
i−1 · e(0)

i δρi−1 − 2δρi + e(0)
i · e(0)

i+1δρi+1

(∆t)2 − δ
(p)
ḡi

− δ
(d)
ḡi

+ δ
(d′)
ḡi

, (8.5)

where δρi denotes a residual inter-satellite range.

8.2.1.2 Geometrical correction of residual 3-D average accelera-
tions

In order to explain the need for a geometrical correction in the context of 3-D
acceleration vectors, I recall that in my research unlike that performed by,
e.g., Reubelt et al. (2012), I process GRACE kinematic orbits by producing
dynamic orbits (see section 2.3.2). The implication is that an a priori gravity
field model is needed. If this model is of a poor quality, it would affect the
quality of a priori orbits. This would affect in a negative manner the func-
tional model established by Eq. (2.2). To appropriately treat this, I define a
geometrical correction in the context of kinematic orbits, too. To that end,
it is sufficient to look into the conceptual definition of residual 3-D average
acceleration vectors:

δḡj,i = rj,i−1 − 2rj,i + rj,i+1

(∆t)2 − ā(0)(rj,i). (8.6)
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Figure 8.1: Two preliminary
one-year GRACE-only uncon-
strained gravity field models
based on GRACE residual range
combinations and residual 3-D
average acceleration vectors at
the first a priori model-related
and noise model-related itera-
tions in the absence of the ge-
ometrical corrections and after
its application. The results
are presented in terms of per-
degree geoid height differences
from EGM2008.

The second term in the right-hand side of this expression, i.e., the a priori 3-D
average acceleration vector, has to be evaluated at the true satellite locations,
i.e., rj,i, which are obviously unavailable. In practice, a priori orbits r(0)

j,i are
used, instead. Thus, a geometrical correction is defined to account for errors
in those a priori orbits:

δ
(p)
ḡj,i

= ḡ(0)(rj,i) − ḡ(0)(r(0)
j,i ), (8.7)

where rj,i are positions derived from an orbit of a higher quality than the a
priori one. Then, residual 3-D average acceleration vectors are computed as
follows:

rj,i−1 − 2rj,i + rj,i+1

(∆t)2 − ā(0)(r(0)
j,i ) + δ

(p)
ḡj,i

. (8.8)

8.2.1.3 Effect of geometrical corrections

Obviously, the computation of the geometrical correction requires that the
true GRACE satellites’ orbits or at least orbits of a higher quality than their
dynamic ones are accessible, so that more accurate estimations of the satel-
lites’ positions and line-of-sight unit vectors can be produced. In this chapter,
I utilize GRACE satellites’ reduced-dynamic orbits as orbits of a higher qual-
ity to compute geometrical corrections in the context of residual data of both
types. Of the GRACE satellites’ reduced-dynamic orbits that are at my dis-
posal, only those of 2006 are determined independently from a GRACE-based
a priori static gravity field model. As a matter of fact, EGM96 was used to
determine those orbits in 2006, too. Therefore, I limit the computations only
to GRACE data in 2006 to ensure independency from any GRACE-based a
priori knowledge.
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Figure 8.2: The noise PSD 1
2 ’s of the (a) along-track, (b) cross-track, and (c) radial

components of the GRACE trailing satellite’s residual 3-D average acceleration vectors
based on data of 2006. They are obtained at the first, second, and third iterations
of the noise model-related iterative scheme within the first a priori model-related
iteration in the presence of the geometrical corrections. A Gaussian smoothing has
been applied for a better visualization.

Figure 8.1 presents two preliminary one-year GRACE-only unconstrained
gravity field models produced at the first a priori model-related iteration and
noise model-related iteration in the absence of the geometrical corrections
and subsequent to their application. These results are shown in terms of
per-degree geoid height differences from EGM2008. This picture indicates a
non-negligible model improvement below spherical harmonic degree 60 due to
the application of the geometrical corrections. This encourages me to apply
the geometrical corrections in computing further results presented in the next
two subsections.
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Figure 8.3: The noise PSD 1
2 of the GRACE residual range combinations based on

data of 12 months of 2006 at the (a) first, (b) second, and (c) third iterations of the
noise model-related iterative scheme within the first a priori model-related iteration
in the presence of the geometrical corrections. Furthermore, the last picture shows
results for the first, second, and third iterations for July 2006. The vertical line in
the last three pictures marks the frequency 22 mHz (120 cpr). A Gaussian smoothing
has been applied for a better visualization.

8.2.2 An iterative improvement of noise models

In this section, I demonstrate the effect of an iterative improvement of noise
models in the GRACE residual data of both types within the first a priori
model-related iteration. Three ARMA models of noise are built iteratively
in the case of each data type. The noise PSD

1
2 ’s estimated in these three

iterations are plotted in Figs. 8.2 and 8.3 for the sets of residual 3-D aver-
age acceleration vectors and residual range combinations, respectively. In the
former case, only noise PSD

1
2 ’s for the trailing satellite are shown, because

those for the leading one turn out to be quite similar. The noise PSD’s of the
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Figure 8.4: Three prelimi-
nary one-year GRACE-only un-
constrained gravity field models
produced with ARMA models of
noise in residual data sets built
at the first, second, and third
iterations of the noise model-
related iterative scheme within
the first a priori model-related
iteration in the presence of the
geometrical corrections. They
are presented in terms of per-
degree geoid height differences
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residual 3-D accelerations are based on the whole data set of 2006. Those in
the case of residual range combinations are built on a monthly basis individ-
ually. This is to account for a rather strong time variability of noise in these
residuals, which can be observed in Fig. 8.3. Figures 8.2 and 8.3 show that
the noise estimates substantially reduce as the noise model-related iterative
scheme progresses. In the case of the residual 3-D average acceleration vectors,
two iterations seem to be sufficient. Only a minor reduction of noise estimates
and only at the cross-track component is achieved at the third attempt. In
the case of the residual range combinations, however, a substantial reduction
of noise estimates is observed not only at the second iteration, but also at the
third one. After that, a convergence of results is achieved (not shown). I find it
worth noticing the peaks in the noise estimates obtained for the residual range
combination at the second and third iterations at the frequency 22 mHz (or
120 cpr), which is marked in Figs. 8.3b – 8.3d by a vertical, dashed line. These
peaks simply reflect the fact that the gravity field modelling is performed up
to only degree 120.

To demonstrate that the achieved reduction of noise estimates is essential,
I present in Fig. 8.4 three preliminary one-year GRACE-only unconstrained
gravity field models obtained at these three iterations. They are presented in
terms of per-degree geoid height differences from EGM2008. This picture re-
veals a substantial model improvement at the second iteration. This improve-
ment is observed in the entire range of degrees. A minor model improvement
is observed at the third iteration, too. A further iteration has a negligible
effect (not shown). Thus, within the next a priori model-related iterations,
I proceed with the ARMA models of residual data noise built at the third
iteration of the noise model-related iterative scheme.
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Figure 8.5: Three preliminary
one-year GRACE-only uncon-
strained models produced within
the first, second, and third a
priori model-related iterations in
presence of geometrical correc-
tions. The noise ARMA mod-
els used to produce each of them
are built at the third iteration
of the noise model-related it-
erative schemes run within the
corresponding a priori model-
related iteration. The models
are presented in terms of per-
degree geoid height differences
from EGM2008.

8.2.3 An iterative improvement of the static gravity model

Figure 8.5 presents three preliminary one-year GRACE-only unconstrained
gravity field models produced at the first three a priori model-related iterations
in terms of per-degree geoid height differences from EGM2008. The picture
indicates a non-negligible model improvement at the second iteration, which
can be observed in the entire range of degrees. Performing the third iteration
only leads to a minor model improvement, which is barely observed in the
range of low degrees. After that, a convergence of results is achieved (not
shown).
A point of concern in Fig. 8.5 is the jump around spherical harmonic degree 17,
which consistently appears in all these three preliminary gravity field models
presented in this picture, including the one produced at the third iteration. In
order to identify the cause of this jump, I performed an investigation in the
so-called “trial-and-error” fashion. That investigation led me to a hypothesis
that this jump might be related to some inaccuracies in the GRACE satel-
lite’ reduced dynamic orbits, which are utilized to compute the geometrical
corrections. In order to inspect this hypothesis, I perform a fourth a priori
model-related iteration without applying these geometrical corrections. The
model produced in this iteration together with the one produced at the pre-
vious iteration is presented in Fig. 8.6 in terms of per-degree geoid height
differences with respect to EGM2008. One can clearly see that the afore-
mentioned jump disappears in the model produced at the fourth iteration.
Nevertheless, the model produced at this iteration, as opposed to the model
produced at the third iteration, experiences a loss of quality. This loss is par-
ticularly pronounced at high degrees. In spite of that, I consider the model
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Figure 8.6: Two preliminary
one-year GRACE-only uncon-
strained gravity field models
produced at the third and the
fourth a priori model-related it-
erations in terms of per-degree
geoid height differences with re-
spect to the EGM2008 model.
At the third iteration the ge-
ometrical correction is applied,
whereas at the fourth iteration
it is not.
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produced at the fourth iteration as the definitive gravity field model of this
chapter. Although, it is not an official product, I give this model its own name:
TUD-GRACE01S.

8.3 Assessment of TUD-GRACE01S

In the first subsection, a preliminary assessment of TUD-GRACE01S is made
by comparing it and AIUB-GRACE01S with EGM2008. In the second sub-
section, an independent validation of these two unconstrained GRACE-only
models is performed by confronting them with GRACE KBR and GOCE SGG
control data using the methodology described in chapter 4.

8.3.1 Preliminary comparison

Figure 8.7 presents TUD-GRACE01S and AIUB-GRACE01S in terms of per-
degree geoid height differences from EGM2008. EGM96 and DGM-1S are
also shown in this picture as a reference. TUD-GRACE01S as compared to
AIUB-GRACE01S consistently shows smaller or at least similar per-degree
geoid height errors below degree 100. Above that degree, however, the latter
model shows a slightly better agreement with EGM2008.

8.3.2 Validation

In this section, I utilize the methodology described in chapter 4 to perform an
independent validation of TUD-GRACE01S and AIUB-GRACE01S. To that
end, I exploit the same sets of control data as those used in chapter 4. It
is worth noting that those data have not been used in the production of the
GRACE-only models under consideration. I perform the validation in both
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Figure 8.7: Per-degree geoid
height differences with respect to
EGM2008.

the frequency and spatial domain. The results of the validation against the
GRACE KBR and GOCE SGG test data are presented in the first and second
subsections, respectively.

8.3.2.1 Validation against GRACE KBR control data

Figure 8.8 exhibits the PSD
1
2 of the GRACE misfit range combinations asso-

ciated with the two GRACE-only models under consideration. The results are
based on the control KBR data of February 2010. The frequency ranges shown
in Figs. 8.8a and 8.8b are those in which some differences in the model per-
formances can be identified. According to Fig. 8.8a, TUD-GRACE01S shows
a higher quality than AIUB-GRACE01S below 20 mHz (i.e., 108 cpr), which
can be associated with signals at spatial scales of larger than 200 km half
wavelength. Nonetheless, Fig. 8.8b indicates a better performance of AIUB-
GRACE01S in a higher frequency range, i.e., 20 – 22 mHz (108 – 120 cpr),
which is associated with signals at spatial scales of 180 – 200 km half wave-
length.
Figure 8.9 presents the GRACE 1◦ × 1◦, 3◦ × 3◦, and 6◦ × 6◦ block-mean
misfit range combinations obtained in the case of the TUD-GRACE01S and
AIUB-GRACE01S models on the basis of the one-year set of GRACE KBR
control data in 2010. These pictures consistently reveal smaller misfits for
the TUD-GRACE01S model. The RMS misfits, provided in the caption of
Fig. 8.9, indicate a better performance of this model by about 4 %, 39 %, and
51 % in the case of 1◦ ×1◦, 3◦ ×3◦, and 6◦ ×6◦ block-mean sets of misfit range
combinations, respectively.
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Figure 8.8: PSD 1
2 the GRACE misfit range combinations for February 2010 in the

frequency ranges (a) 1.5 – 20 mHz and (b) 20 – 22 mHz. A Gaussian smoothing has
been applied to facilitate the comparison.

8.3.2.2 Validation against GOCE SGG control data

Figure 8.10 shows PSD
1
2 of the xx component of the GOCE misfit gravity

gradients for the two GRACE-only models under consideration. The results
are based on the control gravity gradients in May 2011. The frequency ranges
shown in Figs. 8.10a and 8.10b are the ones in which some differences in the
model performances are identified. Figure 8.10a narrowly indicates a higher
quality of the TUD-GRACE01S model in the frequency range 8 – 20 mHz
(43 – 108 cpr), whereas Fig. 8.10b shows the opposite in a higher frequency
range, i.e., 21 – 22 mHz (113 – 120 cpr). Although the identified performance
differences are minor, it is important that they are consistent with the results
presented earlier based on the GRACE KBR control data. The results based
on the yy gravity gradient component are not shown here, due to a relatively
low ability of this component to reveal model performance differences in the
spectral domain, as it was already discussed in chapter 4. The results based
on the xz and zz components are not exhibited either, because they reflect
the same behaviour for the two models under consideration as those associated
with the xx component.
Figure 8.11 presents the GOCE 1◦ ×1◦ block-mean misfit gravity gradients for
the xx, yy, and zz components obtained for the two models under assessment.
The maps related to the xz gravity gradient component are not shown because
of a relatively low sensitivity of this component, which was already discussed
in chapter 4. Both models demonstrate an almost similar fit to the GOCE
control gravity gradients at the xx component. However, AIUB-GRACE01S
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Figure 8.9: The GRACE 1◦ ×1◦ (top), 3◦ ×3◦ (middle), and 6◦ ×6◦ (bottom) block-
mean misfit range combinations obtained for AIUB-GRACE01S (left) and TUD-
GRACE01S (right) on the basis of the 1-year GRACE KBR control data set in 2010.
The RMS misfits are (a) 0.901 µGal, (b) 0.863 µGal, (c) 0.237 µGal, (d) 0.145 µGal,
(e) 0.168 µGal, and (f) 0.083 µGal.

matches these data at the yy and zz components better than TUD-GRACE01S
by about 1 % and 3 %, respectively. I explain these results by a slightly lower
quality of TUD-GRACE01S at relatively high degrees, as it can be observed
in Fig. 8.7.
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Figure 8.10: PSD 1
2 of the xx component of the GOCE misfit gravity gradient tensor

for May 2011 in the frequency ranges (a) 8 – 20.5 mHz and (b) 21 – 23.2 mHz. A
Gaussian smoothing has been applied to facilitate the comparison.

8.4 Summary and conclusions

As it was pointed out in chapter 3, a state-of-the-art static gravity field model
was used as the a priori model in the production of DGM-1S. Therefore, I
found it indispensable to perform an investigation to demonstrate that the
methodology followed in the production of DGM-1S could be adjusted so that
it could offer a successful static gravity field retrieval even if a relatively old
model, such as EGM96, is used as the a priori guess. I performed this investi-
gation in the context of only the GRACE mission. Of all the data contributed
to DGM-1S, GRACE KBR measurements are the only ones that require the
usage of an a priori guess for the gravity field. A number of modifications
were implemented. First, a geometrical correction was defined and applied to
the residual range combinations to appropriately deal with their low-frequency
noise. On the other hand, these residuals were no longer subject to the empir-
ical high-pass filter of Eq. (3.1). A similar correction was defined and applied
to the residual 3-D average acceleration vectors. Second, an accurate esti-
mation of noise in the residual data was obtained with an iterative scheme
similar to that described in chapter 6. It was shown that the results converge
after three iterations. The contribution of this iterative approach was found
to be substantial in the entire range of degrees. Third, the static gravity field
model, used to compute a priori (dynamic) orbits, was updated in an iter-
ative manner, too. It was shown that it only takes three iterations until a
convergence of the results is achieved. Having applied these three modifica-
tions, I produced TUD-GRACE01S: a one-year GRACE-only unconstrained
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Figure 8.11: The GOCE 1◦ × 1◦ block-mean residual gravity gradients for the xx
(top), yy (middle), and zz (bottom) components obtained for AIUB-GRACE01S (left)
and TUD-GRACE01S (right). The RMS misfits are (a) 4.187 mE, (b) 4.187 mE, (c)
3.655 mE, (d) 3.754 mE, (e) 6.587 mE, and (f) 6.624 mE.

static gravity field model complete up to spherical harmonic degree 120. In
doing so, I used EGM96 as the a priori guess. For a comparison, I considered
AIUB-GRACE01S, which is the only publicly available one-year GRACE-only
unconstrained static gravity field model. Importantly, AIUB-GRACE01S has
been also produced using EGM96 as the a priori guess and is also complete
up to spherical harmonic degree 120. Then, I validated TUD-GRACE01S and
AIUB-GRACE01S by confronting them with GRACE KBR and GOCE SGG
sets of control data with the methodology presented in chapter 4. The valida-



152 8. Global static gravity field retrieval with EGM96 as a priori

tion indicated, in general, a similar performance of these two models. However,
some differences in the performance were identified. The KBR-based valida-
tion in the frequency domain indicated a higher accuracy of TUD-GRACE01S
below 20 mHz (i.e., below 108 cpr). However, the opposite was observed in
a higher frequency range: 20 – 22 mHz (i.e., 108 – 120 cpr). In the spatial
domain, TUD-GRACE01S showed a better agreement with GRACE KBR con-
trol data: by about 4 % in terms of RMS misfits. Both models demonstrated
a similar match to GOCE control gravity gradients at the xx component.
AIUB-GRACE01S matched these data at the yy and zz components slightly
better than TUD-GRACE01S: by about 1 % and 3 %, respectively.
The outcome of the validation leads me to the following main conclusion: a
GRACE-only global static gravity field modelling with a competitive quality
is possible with the range combination approach even without a high-quality
a priori static gravity field model.



9 Understanding low-frequency
noise in GRACE KBR data

Ditmar et al. (2012) investigated noise in GRACE KBR measure-
ments. They performed the investigation, in particular, in the fre-
quency domain, including in the range of low frequencies. My con-
tribution to that study was to identify the origin of the increased
level of noise in the low-frequency part (below 2 – 3 cpr). In this
chapter, I document that contribution.

9.1 Introduction
A new approach was proposed in chapter 6 based on a spatially-dependent
data weighting scheme to deal with the increased level of noise in GRACE
residual range combinations in the range of low frequencies (below 2 – 3 cpr).
In this chapter, I present a method by which I identify the origin of this noise.
To that end, I utilize the functional model proposed by Rummel (1979) in
the so-called “classical acceleration approach”. Thus, I find it essential to
describe the link between the range combination approach and the classical
acceleration approach. This is the subject of section 9.2.1. In section 9.2.2, I
identify the origin of the low-frequency noise in GRACE residual range com-
binations. Section 9.3 summarises the findings of the research and concludes
with a discussion.

9.2 Methodology

9.2.1 Linking the average acceleration approach to the classi-
cal acceleration approach

There is a close link between the approach based on GRACE range combi-
nations and the classical acceleration approach, proposed by Rummel (1979).
According to the latter approach, the along-track component of the GRACE
point-wise inter-satellite accelerations can be derived from KBR measurements
as follows:

a
(x′)
i = ρ̈i − 1

ρi

{(
v

(y′)
i

)2
+
(
v

(z′)
i

)2
}

. (9.1)

Herein, x′, y′, and z′ refer to the axes of a local Cartesian frame that is defined
at a given measurement epoch such that (i) the x′-axis is parallel to the line-
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of-sight, which is directed from the trailing satellite to the leading one; (ii)
the z′-axis is directed upwards, being orthogonal to the x′-axis and belonging
to the plane defined by the satellites’ locations and the center of mass of the
Earth; and (iii) the y′-axis is orthogonal to x′- and z′-axes, complementing the
frame to a right-handed one. The origin of this local frame coincides with the
center of the Earth. The lower index i corresponds to the measurement time
ti = t0 + i∆t, where i = 1, 2, ... and t0 is an initial epoch. Quantities vi and ai

respectively denote components of the inter-satellite velocity and acceleration
vectors at epoch i. A particular component of these vectors is denoted with the
corresponding upper index: (x′), (y′), or (z′). The first term on the right-hand
side of Eq. (9.1) is the inter-satellite range-acceleration (i.e., the second order
time-derivative of the inter-satellite range), which is directly derived from KBR
data (Case et al., 2004). This term is provided as a part of GRACE level-1b
data (i.e., in KBR1B product). The second term in the right-hand side of
Eq. (9.1) represents a centrifugal acceleration, which is the consequence of the
fact that the aforementioned local frame, which is coupled with the line-of-
sight direction, is a non-inertial one. This centrifugal acceleration term has
to be obtained as accurately as possible for which purpose GRACE satellites’
precise dynamic orbits, i.e., those that are produced with a state-of-the-art
force model, are typically used. By neglecting the out-of-plane motion, this
centrifugal acceleration term can be represented as

− 1
ρi

{(
v

(y′)
i

)2
+
(
v

(z′)
i

)2
}

≈ − 1
ρi

(
v

(z′)
i

)2
. (9.2)

Now, let me return to the concept of range combinations. Since ei · ei±1 =
cos θi± (i.e., that θi− and θi+ are the angles between the line-of-sight direction
at the current epoch and the one at the previous and subsequent epochs,
respectively), Eq. (2.4) can be re-written as

āi = ρi−1 − 2ρi + ρi+1
(∆t)2 − (1 − cos θi−)ρi−1 + (1 − cos θi+)ρi+1

(∆t)2 . (9.3)

The first term in the right-hand side of this expression is obviously a finite-
difference analogy of the inter-satellite range-acceleration, i.e., the first term
in the left-hand side of Eq. (9.1). Let me consider the second term in the right-
hand side of Eq. (9.3). Taking into account the identity 1 − cos θ = 2 sin2

(
θ
2

)
,

it can be re-written as

−
2 sin2

(
θi−
2

)
ρi−1 + 2 sin2

(
θi+
2

)
ρi+1

(∆t)2 . (9.4)

Now, let θ(t) be the angle between the line-of-sight direction at an arbitrary
moment and the line-of-sight direction at the time ti (θ(t) < 0 for t < ti and
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θ(t) > 0 for t > ti). Variations of the angle θ(t) mostly reflect the rotation
of the satellites in a given orbital plane. Therefore, it follows from simple
geometrical considerations that

sin θ(t) ≈ −d(z′
i)(t)

ρ(t)
, (9.5)

where d(z′
i)(t) is the z′

i-component of the current GRACE inter-satellite offset
vector. With a further assumption that the function θ(t) is approximately
linear in the time interval [ti − ∆t, ti + ∆t], the angles θi−

2 and θi+
2 reflect the

line-of-sight orientation at the moments ti − ∆t
2 and ti + ∆t

2 , respectively, i.e.,
sin
(

θi−
2

)
≈ −

d(z′
i)(ti − ∆t

2 )
ρ(ti − ∆t

2 )

sin
(

θi+
2

)
≈ −

d(z′
i)(ti + ∆t

2 )
ρ(ti + ∆t

2 )
.

(9.6)

Furthermore, let d(z′
i)(t) be a linear function at the vicinity of the time ti.

Since by definition it follows that d(z′
i)(ti) = 0, one can readily obtain:

d(z′
i)(ti − ∆t

2
) ≈ −v

(z′)
i ∆t

2

d(z′
i)(ti + ∆t

2
) ≈ v

(z′)
i ∆t

2
.

(9.7)

Then, the substitution of Eqs. (9.6) and (9.7) into Eq. (9.4) allows the second
term in Eq. (9.3) to be re-written as

−

(
v

(z′)
i

)2

2

(
ρi−1

ρ2(ti − ∆t
2 )

+ ρi+1

ρ2(ti + ∆t
2 )

)
. (9.8)

Assuming that the inter-satellite range shows only minor variations, i.e., that
ρ(ti − ∆t) ≈ ρ(ti − ∆t

2 ) ≈ ρ(ti) ≈ ρ(ti + ∆t
2 ) ≈ ρ(ti + ∆t), one finally arrives

at: − 1
ρi

(
v

(z′)
i

)2
. This is equal to the centrifugal acceleration term given by

Eq. (9.2). It is important to recall that this conclusion is achieved when
assuming that the angle θ and the z′-component of the inter-satellite offset
vector change linearly, whereas the inter-satellite range is constant. Obviously,
all these assumptions are satisfied in a sufficiently close vicinity of the time ti.
This means that range combinations can be considered as a finite-difference
approximation of the along-track component of the point-wise inter-satellite
accelerations, i.e., Eq. (9.1). That is, the data of these two types become
equivalent when ∆t → 0.
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9.2.2 Identifying the origin of the low-frequency noise in resid-
ual range combinations

This section aims at identifying the origin of the low-frequency noise in
GRACE residual range combinations. To achieve this objective, an accurate
estimation of the total noise in these residuals has to be first obtained. To that
end, I produce residual range combinations as described in chapter 2 (see sec-
tion 4.2.2) on the basis of a state-of-the-art force model in which the monthly
variations of the gravity field are also taken into account using DMT-2. The
exploited force model uses DGM-1S. Importantly, it also accounts for all the
other dynamic forces listed in chapter 3 (see section 3.2).
The PSD

1
2 of the estimated total noise in 12 months of 2006 is plotted as

an example in Figs. 9.1 and 9.2. One can clearly see in Figs. 9.1 and 9.2
the increased noise level in the range of low frequencies below 2 – 3 cpr. To
identify its origin, I utilize Eq. (9.1) and re-write it as:

a
(x′)
i = ρ̈i − 1

ρi
(v⊥,i)2, (9.9)

where the term v⊥,i =
√(

v
(y′)
i

)2
+
(
v

(z′)
i

)2
is the GRACE inter-satellite ve-

locity vector projected onto the plane orthogonal to the line-of-sight direction.
It mostly represents the radial component of the inter-satellite velocity vector.
It can be easily computed as follows:

v⊥,i =
√

∥vi∥2 − ρ̇2
i , (9.10)

where vi is the inter-satellite velocity vector and ∥vi∥ is its Euclidean norm.
They are computed from GRACE satellites’ precise dynamic orbits. I re-
call that these orbits are produced by the orbit integration (see chapter 2)
performed in the course of estimation of the total noise in residual range com-
binations. The term ρ̇i in Eq. (9.10) is inter-satellite range-rate, which is
directly obtained from ranging measurements (Case et al., 2004). Range rates
are provided as a part of GRACE level-1B data (i.e., in KBR1B product). To
identify the origin of the low-frequency noise, one only needs to look into noise
in the second term of the right-hand side of Eq. 9.9: 1

ρi
(v⊥,i)2. This is due

to the fact that noise associated with the first term in this equation, i.e., ρ̈i,
manifests itself in the high-frequency range, and therefore, is irrelevant in the
context of my study. The noise associated with the second term in Eq. (9.9)
can be estimated by applying the error propagation law as follows:

2
ρi

v⊥,iσv⊥,i
. (9.11)

This noise is caused by inaccurately known GRACE satellites’ relative veloci-
ties. Thus, I hereafter refer to it as “relative velocity noise”, in which σv⊥,i

is
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Figure 9.1: The PSD 1
2 of the total noise and relative velocity noise in GRACE

residual range combinations in (a) January, (b) February, (c) March, (d) April, (e)
May, and (f) June 2006.
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Figure 9.2: The PSD 1
2 of the total noise and relative velocity noise in GRACE

residual range combinations in (a) July, (b) August, (c) September, (d) October, (e)
November, and (f) December 2006.
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the error in the projection of the inter-satellite velocity vector onto the plane
orthogonal to the line-of-sight direction. Assuming that stochastic proper-
ties of noise in the velocities derived from dynamic orbits are the same at all
components, I approximate σv⊥,i

with the residual inter-satellite range-rates,
which are estimated as the observed range-rates minus those based on the pre-
cise dynamic orbits. The procedure to compute the inter-satellite range-rates
from GRACE satellites’ dynamic orbits is already described in chapter 4 (see
section 4.4).
The PSD

1
2 of the estimated relative velocity noise is presented for the 12

months of 2006 in Figs. 9.1 and 9.2 together with that of the total noise. As
one can clearly see, there is an almost perfect agreement between the relative
velocity noise and the total noise in the residual range combinations at the low-
frequency part of the spectrum. Importantly, such an agreement is observed in
all 12 months of 2006. The conclusion is that above-defined relative velocity
noise is primarily responsible for the presence of the low-frequency noise in
GRACE residual range combinations. The implication is that the increased
level of noise in GRACE residual range combinations can be eliminated or
at least mitigated by producing GRACE satellites’ orbits of a higher quality
than their precise dynamic ones and exploiting those improved orbits to obtain
and apply a geometrical correction, which was already defined in the previous
chapter.

9.3 Summary, discussion, and conclusions

The increased noise level in GRACE residual range combinations in the range
of low frequencies (i.e., up to 2 – 3 cpr) was found to be the consequence of
an inaccurately known GRACE satellites’ dynamic orbits. More specifically,
inaccuracies in the radial component of the GRACE inter-satellite velocity
vectors were found to be responsible for the aforementioned low-frequency
noise. Because they implicitly lead to an insufficiently accurate computation
of the centrifugal accelerations, which are caused by the rotation of the line-
of-sight.
I conclude by saying that although I performed this investigation in the con-
text of the functional model based on the concept of range combinations, the
presence of the strong low frequency noise in KBR data may play a significant
role in a general case, too. After all, the GRACE inter-satellite measurement
principle is nothing but gravity gradiometry along one axis: the line-of-sight
(Keller and Sharifi, 2005). The GRACE gradiometer, like any other gravity
gradiometer, senses not only the gravity gradients, but also a centrifugal force
caused by the rotation of the line-of-sight. And just like in the case of any
other gravity gradiometer, this force needs to be corrected for, for which pur-



160 9. Understanding low-frequency noise in GRACE KBR data

pose independent information about the frame rotation, i.e., about the radial
component of the inter-satellite velocity vector, must be available. Inaccura-
cies in such information definitely reduce the overall quality of the resulting
gravity field models.
The outcome of the presented investigation implies that a more accurate de-
termination of GRACE satellites’ orbits may allow the low-frequency noise in
GRACE observable based on its KBR data to be eliminated or at least miti-
gated. This may substantially improve the quality of KBR-based gravity field
models.



10 Conclusions and recommenda-
tions

In this chapter, I (i) highlight the most important products and findings of the
research executed in the framework of my dissertation (the first subsection);
and (ii) provide a list of recommendations regarding tasks that could be exe-
cuted in the future as a continuation of the research (the second subsection).

10.1 Conclusions

In view of the research objectives defined and listed in chapter 1 (section 1.2),
the study executed in this thesis led to the following outcomes. They are listed
in the same order as the research objectives in chapter 1.

1. A new global model of the static part of the Earth’s gravity field, enti-
tled DGM-1S, was produced on the basis of GRACE KBR data, GOCE
gravity gradients, and GRACE and GOCE kinematic orbits. The model
is complete to spherical harmonic degree 250. In the production of this
model, a frequency-dependent data weighting was applied to all the data
to account for the colored noise in those data and ensure their optimal
combination. To that end, noise in each data set was estimated and its
stochastic description was built with an ARMA process. Furthermore,
the added value of GOCE data to the static gravity field modelling was
studied. It was found that a usage of kinematic orbit data delivered
by the GOCE mission might not improve a static gravity field model
if GRACE data and GOCE gravity gradients are already incorporated.
This implies that the added value of the GOCE mission to the static
gravity field retrieval is fully linked to its measurements of gravity gradi-
ents. In addition, it was found that GOCE gravity gradients contribute
to the static gravity field modelling above degree 150. Furthermore,
it was shown that satellite-only GRACE/GOCE combined models are
contaminated with high-frequency random inaccuracies. Those inaccu-
racies were identified mostly above degree 200. Finally, it was found that
satellite-only GRACE/GOCE models show a relatively low performance
in a few parts of the Pacific ocean. Causes of this phenomenon are still
to be investigated.

2. A new methodology was proposed to validate global static gravity field
models. It is based on an analysis of the ability of a model to fore-
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cast independent GRACE KBR data and GOCE gravity gradients, i.e.,
those data that have not been used in the production of models under
assessment. The proposed methodology allows the quality of models
to be assessed in different geographical regions as well as in the spectral
domain. The methodology was applied to a number of recent models pro-
duced without and with GOCE data. The study clearly demonstrated,
among others, the ability of the proposed methodology to reveal per-
formance differences between models, despite the fact that the duration
of control data sets was much shorter than that of the data sets used
in the production of tested models. In that study, DGM-1S and some
alternative models, e.g., GOCO02S, were considered. The obtained re-
sults demonstrated a competitive quality of DGM-1S as compared to the
other combined satellite-only GRACE/GOCE models.

3. The proposed validation methodology allowed the added value of the
GOCE mission to the static gravity field modelling to be further anal-
ysed. To that end, I compared the validation results for the combined
GRACE/GOCE satellite-only models with those obtained for state-of-
the-art models produced without GOCE data, namely, EGM2008 and
ITG-Grace2010s. Prior to this comparison, I found it essential to com-
pare these two models with each other to find out which one is a better
benchmark in a given geographical region. A better performance of
EGM2008 as compared to ITG-Grace2010s in the world’s oceans and in
the continental areas well surveyed by terrestrial gravimetry was found
based on GOCE control gravity gradients. On the other hand, ITG-
Grace2010s was found to be of a much higher quality in the continen-
tal areas poorly surveyed with terrestrial gravimetry. Those findings
led me to the conclusion that a fair quantification of the added value
of the GOCE mission has to based on a comparison of satellite-only
GRACE/GOCE models with ITG-Grace2010s in the gravimetrically
poorly surveyed continental areas and with EGM2008 in the gravimet-
rically well-surveyed ones as well as in the world’s oceans. In view of
that conclusion, the GRACE control KBR data did not allow this added
value to be seen in the gravimetrically poorly-surveyed continental ar-
eas. However, the GOCE control gravity gradients did show that the
usage of GOCE data increases the model accuracy there by 23 – 36 %.
Both the control KBR and gravity gradiometry data allowed the GOCE
mission’s added value to be seen in the gravimetrically well surveyed
continental areas (improvements by 6 – 9 % and 4 – 16 %, respectively)
and in the world’s oceans (improvements by about 11 % and 12 %, re-
spectively). Importantly, it was shown that this identified added value
is almost entirely related to the coefficients below degree 200.
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4. The proposed validation methodology also allowed me to inspect how
successfully GRACE and/or GOCE data have been combined with sur-
face gravity measurements, i.e., terrestrial gravimetry/satellite altime-
try data, in the production of ultra-high degree global static gravity field
models, namely, EGM2008 and EIGEN-6C. To that end, these two mod-
els were compared with their satellite-only counterparts: ITG-Grace03
and EIGEN-6S, respectively. The comparison revealed that EGM2008
has experienced a substantial (by 62 – 69 % based on GOCE control
gravity gradients) loss of information content of GRACE data in areas
poorly surveyed with terrestrial gravimetry measurements. A similar
problem was also identified in the case of EIGEN-6C, but in a much less
pronounced manner. Finally, it was found based on the GRACE control
KBR data that EGM2008 as compared to its satellite-only counterpart
has also experienced a minor performance degradation in the world’s
oceans and in the gravimetrically well-surveyed continental areas. The
GOCE control gravity gradients, on the other hand, revealed a substan-
tial gain in EGM2008 in these regions.

5. An investigation on the potential added value of the GOCE mission to
the GRACE-based modelling of temporal gravity field variations was
performed. The investigation was conducted both in the context of un-
constrained solutions and after an optimal anisotropic filtering. The
impact identified for GOCE data in those two cases were found to be
radically different. A substantial impact was identified before filtering. It
was shown, however, that the impact identified in the context of uncon-
strained solutions is mostly related to the stabilization effect of GOCE
data onto linear system of equations and not driven by GOCE data
information content. The impact identified after filtering, which was re-
garded in my analysis as the quantification of the GOCE mission’s added
value to the time-varying gravity field modelling, was found to be small.
In some instances, however, that impact was found to be slightly above
GRACE noise level. Those instances were observed in areas with strong
mass transport. Importantly, indications were found that the quanti-
fied added value could be interpreted as an attempt of GOCE data to
alleviate some well-known limitations of the GRACE mission.

6. A new global model of monthly gravity field variations, i.e., DMT-2,
was produced based on KBR data in the time interval February 2003 –
December 2010. The new model was found to outperform its predeces-
sor, DMT-1, in terms of spatial resolution. The higher spatial resolution
of the new model is found to be mostly related to the usage of a more
advanced data weighting approach (which is realized by building and
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incorporating highly detailed ARMA models of noise in GRACE resid-
uals on a monthly basis). In addition, the new model benefits from
the usage of the release 2 of GRACE level-1B data. It was confirmed
that the usage of these data leads to elimination of globally distributed
East-West artifacts. Furthermore, it was shown that GRACE monthly
gravity field models produced up to degree 120 as compared to those
complete to degree 60 or 90 are of a higher spatial resolution. The latter
models underestimate the signal amplitude and show ring artifacts in
areas where strong mass variations occur. Nevertheless, it was shown
that the higher spatial resolution of models produced up to degree 120
is almost entirely related to the optimal filtering and not driven by the
information content of KBR data. Finally, it was found that maximum
degree in the unconstrained GRACE-based monthly gravity field mod-
elling should not be lower than 90. Computing a model of this kind to
a lower degree could lead to a loss of signal.

7. The methodology followed in the production of DGM-1S was adjusted
so that it could be used even when a relatively inaccurate model, such as
EGM96, is defined as the a priori guess. The model produced with the
adjusted methodology was compared with AIUB-GRACE01S (i.e., an
alternative model produced at University of Bern). A high quality of the
model produced in my study was proven in an independent validation.
The outcome allowed me to conclude that a GRACE-only global static
gravity field modelling with a competitive quality is possible with the
range combination approach even without a high-quality a priori model.

8. The increased noise level in GRACE KBR data in the range of low
frequencies (i.e., up to 2 – 3 cpr) was found to be mainly caused by inac-
curacies in the computed orbits. In particular, errors in the radial com-
ponent of inter-satellite velocities play an important role. This implies
that a more accurate determination of GRACE orbits may substantially
improve the quality of KBR-based gravity field models.

10.2 Recommendations
It is recommended that the following tasks are executed in the future:

1. Computing a new combined GRACE/GOCE static gravity field model
(to replace DGM-1S) based on the latest releases of GRACE and GOCE
data. In doing so, longer data sets shall be used. Definitely, this shall
include all data to be acquired by the GOCE mission by the end of its
lifetime (i.e., some time in November 2013). Furthermore, following two
tasks shall be executed prior to the production of the new model.
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(i) In the production of DGM-1S, I did not clean GRACE KBR data
from long-term (e.g., monthly) temporal gravity field variations.
However, I tend to believe that models of a higher quality (at least
in a degree range to which KBR data are sensitive) could be pro-
duced if these nuisance signals are removed from KBR measure-
ments using a GRACE-based mass transport model.

(ii) In the production of DGM-1S, I applied a Kaula-type regulariza-
tion at high degrees. In doing so, I computed the optimal value
of the regularization parameter by minimizing geoid height differ-
ences from EGM2008 over the whole globe. Given a high quality
of EGM2008 in the oceanic areas as well as in the gravimetrically
well-surveyed continental areas, I tend to believe that the approach
followed to compute the regularization parameter is practically jus-
tified. Nevertheless, a usage of a variance component estimation,
such as the one proposed by Kusche (2003), for computing the op-
timal regularization parameter is more appealing from a scientific
standpoint. Furthermore, the regularization shall be applied in a
spatially varying fashion taking into account the signal magnitude
in different regions.

2. Further validation of the developed global static gravity field models
using, in particular, in situ oceanographic measurements of geostrophic
current velocities.

3. Extending the methodology proposed to validate global static gravity
field models using sets of GRACE and GOCE control data. To that
end, sets of misfits of GRACE range combinations and GOCE grav-
ity gradients from satellite altitude are inverted into corresponding sets
of misfit spherical harmonic coefficients. These coefficients shall allow
model performance differences to be computed and analysed in terms
of misfit geoid heights and gravity anomalies. This will allow a more
sensible measure of the model quality to be achieved.

4. Calibrating GRACE noise covariance matrices in the context of time-
varying gravity field modelling. A problem is that GRACE noise covari-
ance matrices do not realistically describe errors in the corresponding
models at the vicinity of the poles. They underestimate the actual errors
in the models there. The reason is that the density of GRACE observa-
tion points near the poles is extremely high. Therefore, the propagation
of errors in GRACE data into solutions yields too small errors in areas
at the vicinity of poles, which is unrealistic. This overestimation of ac-
curacy of GRACE solutions manifests a serious problem at the stage of
the optimal filtering. An application of the filter proposed by Klees et al.
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(2008b) with ignoring this issue would lead to East-West stripes in the
filtered mass transport model all over the globe. A pragmatic approach
to deal with this problem is to empirically manipulate noise in GRACE
models at the vicinity of poles until the aforementioned East-West ar-
tifacts disappear. This pragmatic approach was proposed and imple-
mented by Liu et al. (2010) when they computed DMT-1. I also used
that approach in my research in the context of GRACE monthly gravity
field modelling. A more justified approach to deal with the aforemen-
tioned problem would be, however, to obtain a more realistic estimation
of noise in GRACE models. To that end, inaccuracies in force models
exploited in processing GRACE data shall be taken into account when
building GRACE noise covariance matrices.

5. The high-frequency content of GOCE gravity gradients implies, in par-
ticular, a potential ability of these data to detect large and localized
mass transport signals. An example of such signals is the mass de-
formation caused by large earthquakes. Thus, an investigation shall
be performed on GOCE mission’s ability to detect and study mass re-
distribution caused by such events. To that end, the experience collected
in the proposed methodology to validate global static gravity field mod-
els shall be used. That is, two sets of block-mean misfit gravity gradients
shall be produced: before and after a considered earthquake, e.g., the one
occurred in Japan in 2012. The conclusion shall be drawn by compar-
ing the aforementioned two sets of block-mean misfit gravity gradients.
The same analysis could also be applied to GRACE sets of misfit range
combinations. This shall allow the abilities of the GRACE and GOCE
missions to detect large earthquakes to be compared.

6. Validating DMT-2 with sets of independent data delivered by, e.g., satel-
lite laser/radar altimetry missions.

7. Investigating the maximum spatial resolution achievable in the context of
the GRACE-based time-varying gravity field modelling with an optimal
filtering applied. To that end, time-varying gravity field models pro-
duced up to various maximum degrees shall be validated and compared
by confronting them with independent data, such as satellite laser/radar
altimetry measurements.

8. Developing tools to improve the quality of GRACE satellites’ orbits to
eliminate or mitigate the low-frequency noise in KBR data. A suggestion
is to incorporate additional inputs, such as KBR measurements, into the
orbit determination procedure.



AppendixA Linking 3-D average
acceleration vectors to
spherical harmonic co-
efficients

This appendix describes the link between 3-D average acceleration vectors ā(t)
in an inertial frame, e.g., the CRF, and spherical harmonic coefficients. As
it was pointed out in chapter 2, all data are cleaned from nuisance signals,
which are associated with, e.g., tidal or non-gravitational perturbations. The
reduced quantities are 3-D average gravitational acceleration vectors ḡ(t). To
link them to spherical harmonic coefficients, the link between their point-wise
counterparts g(t) and these coefficients needs to be first established. Assuming
that spherical coordinates λ, ϕ and r are related to the satellite’s centre of mass
at the measurement time t, this link reads as follows:

g(λ, ϕ, r) = RLNOF→CRF∇V (λ, ϕ, r), (A.1)

where ∇V (λ, ϕ, r) denotes the gradient of the gravitational potential in the
spherical coordinate system. Given the representation of the gradient operator
in the spherical coordinate system (Kellogg, 1929; Kreyszig, 1978), it reads as
follows:

∇V (λ, ϕ, r) =
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(A.3)

The spherical coordinates λ, ϕ and r in Eq. (A.1) are defined with respect to a
local Cartesian coordinate system to which it is often referred to as the Local
North-Oriented Frame (LNOF): a right-handed frame whose origin coincides
with the satellite’s centre of mass and its axes point the North, West, and
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upwards. The term RLNOF→CRF in Eq. (A.1) symbolises the rotation matrix
from this frame into the inertial one:

RLNOF→CRF = RLNOF→TRFRTRF→CRF, (A.4)

in which RLNOF→TRF denotes the rotation matrix from the LNOF into the
TRF, i.e,

RLNOF→TRF =

 − cos λ sin ϕ sin λ cos λ cos ϕ
− sin λ sin ϕ − cos λ sin λ cos ϕ

cos ϕ 0 sin ϕ

 . (A.5)

The matrix RTRF→CRF in Eq. (A.4) symbolizes the rotation from the TRF into
the CRF, which can be computed based on the Earth’s rotation parameters
provided by the IERS (e.g., McCarthy and Petit, 2004).
Having the link between 3-D point-wise gravitational acceleration vectors with
spherical harmonic coefficients established, the average counterparts of these
accelerations can also be linked to these coefficients by obtaining an analyt-
ical expression for Eq. (2.3). To that end, let a sequence of 3-D point-wise
gravitational acceleration vectors be assumed to be known in the time in-
terval [t − q∆t, t + q∆t] with step ∆t where q is an integer number. These
accelerations can be uniquely approximated as a polynomial of degree 2q:

g(i)(t + s) =
2q∑

j=0
c(i)

j (t)sj , (A.6)

where s ∈ [−q∆t, q∆t], the scalar terms c(i)
j (t) are the coefficients of the

polynomial per vector component, and the scalar function g(i)(t+s) represents
one of the vector components of the point-wise acceleration vectors with i

(being 1, 2, or 3) referring to the vector component. The coefficients c(i)
j (t)

can be found explicitly as the solution of a Vandermonde-type system of linear
equations:

c(i) = V−1g(i), (A.7)

with
c(i) =

[
c(i)

0 (t) c(i)
1 (t) · · · c(i)

2q (t)
]T

, (A.8)

g(i) =
[

g(i) (t − q∆t) · · · g(i) (t) · · · g(i) (t + q∆t)
]T

, (A.9)

and

V =


1 −q∆t · · · (−q∆t)2q

1 −(q − 1)∆t · · · (−(q − 1)∆t)2q

...
...

...
1 q∆t · · · (q∆t)2q

 . (A.10)
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The substitution of Eq. (A.6) into Eq. (2.3) yields an analytical expression for
integral (2.3) per vector component:

ḡ(i)(t) =
∆t∫

−∆t

∆t − |s|
(∆t)2 g(i)(t + s)ds =

0∫
−∆t

∆t + s

(∆t)2

2q∑
j=0

c(i)
j (t)sjds +

∆t∫
0

∆t − s

(∆t)2

2q∑
j=0

c(i)
j (t)sjds =

1
∆t

2q∑
j=0

c(i)
j (t)

∆t∫
−∆t

sjds+ 1
(∆t)2

2q∑
j=0

c(i)
j (t)

0∫
−∆t

sj+1ds− 1
(∆t)2

2q∑
j=0

c(i)
j (t)

∆t∫
0

sj+1ds =

1
∆t

2q∑
j=0

c(i)
j (t)sj+1

j + 1

∣∣∣∣∣∣
∆t

−∆t

+ 1
(∆t)2

2q∑
j=0

c(i)
j (t)sj+2

j + 2

∣∣∣∣∣∣
0

−∆t

− 1
(∆t)2

2q∑
j=0

c(i)
j (t)sj+2

j + 2

∣∣∣∣∣∣
∆t

0

=

1
∆t

2q∑
j=0

c(i)
j (t)

j + 1

(
(∆t)j+1 − (−∆t)j+1

)
− 1

(∆t)2

2q∑
j=0

c(i)
j (t)

j + 2

(
(−∆t)j+2 + (∆t)j+2

)
=

2q∑
j=0

c(i)
j (t)

(
(∆t)j + (−∆t)j

j + 1
− (−∆t)j + (∆t)j

j + 2

)
=

2
2q∑

j=0
c(i)

j (t)(∆t)jpj

( 1
j + 1

− 1
j + 2

)
, (A.11)

where pj = 1 and = 0 for even and odd j’s, respectively (with j = 0, 1, ..., and
2q). Thus, the average acceleration vector per component can be analytically
represented as follows:

ḡ(i)(t) = wT c(i), (A.12)

where
w =

[
w0 w1 · · · w2q

]T
(A.13)

with wj = 2(∆t)j
(

1
j+1 − 1

j+2

)
and = 0 for even and odd j’s, respectively.

From Eqs. (A.7) and (A.12) it follows that the average acceleration vectors
per component can be directly related to the vector of point-wise accelerations
as:

ḡ(i)(t) = fT g(i), (A.14)

with
f = (VT )−1w (A.15)
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being a vector composed of so-called “filter coefficients”. Importantly, these
coefficients are constant. Thus, they can be computed just once. In my study,
the order of the averaging filter is always chosen as 16 (i.e., q = 8). It has
been shown by Ditmar and van Eck van der Sluijs (2004) that a higher order
does not make any practical difference.



AppendixB Linking gravity gradi-
ents in the instrument
frame to spherical har-
monic coefficients

This appendix explains the links between GOCE measured gravity gradients
in the GRF and spherical harmonic coefficients. Let x, y, and z respectively
be the along-track, cross-track, and nadir axes of the GRF. Then, the links
between measured gravity gradients in the GRF and spherical harmonic coef-
ficients read as follows:


∂2V
∂x2

∂2V
∂x∂y

∂2V
∂x∂z

∂2V
∂x∂y

∂2V
∂y2

∂2V
∂y∂z

∂2V
∂x∂z

∂2V
∂y∂z

∂2V
∂z2

 = RLNOF→GRFG(λ, ϕ, r)RT
LNOF→GRF (B.1)

The left-hand side of this equation denotes the gravity gradient tensor mea-
sured by the GOCE satellite in the GRF. The term in the middle in the
right-hand side of this equation is the gravity gradient tensor in the spheri-
cal coordinate system, which is associated with the LNOF (see Appendix A).
Given the representation of the gradient operator in the spherical coordinate
system (Kellogg, 1929; Kreyszig, 1978), this term reads as follows (Heiskanen
and Moritz, 1967):

G(λ, ϕ, r) = (B.2)

 1
r2cos2ϕ

∂2V
∂λ2 + 1

r
∂V
∂r

− tan ϕ
r2

∂V
∂ϕ

1
r2 cos ϕ

( ∂2V
∂λ∂ϕ

+ tan ϕ ∂V
∂λ

) 1
r2 cos ϕ

(r ∂2V
∂λ∂r

− ∂V
∂λ

)
1

r2 cos ϕ
( ∂2V

∂λ∂ϕ
+ tan ϕ ∂V

∂λ
) 1

r2
∂2V
∂ϕ2 + 1

r
∂V
∂r

1
r

∂2V
∂ϕ∂r

− 1
r2

∂V
∂ϕ

1
r2 cos ϕ

(r ∂2V
∂λ∂r

− ∂V
∂λ

) 1
r

∂2V
∂ϕ∂r

− 1
r2

∂V
∂ϕ

∂2V
∂r2

 . (B.3)
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The second order derivatives of the gravitational potential in Eq. (B.3) can be
obtained easily from Eq. (2.1):

∂2V

∂λ2 ≈ GM

r

L∑
n=0

(
R

r

)n n∑
m=0

−m2(c̄nm cos mλ + s̄nm sin mλ)P̄nm(sin ϕ)

∂2V

∂ϕ2 ≈ GM

r

L∑
n=0

(
R

r

)n n∑
m=0

(c̄nm cos mλ + s̄nm sin mλ)P̄ ′′
nm(sin ϕ)

∂2V

∂r2 ≈ GM

r3

L∑
n=0

(n + 1)(n + 2)
(

R

r

)n n∑
m=0

(c̄nm cos mλ + s̄nm sin mλ)P̄nm(sin ϕ)

∂2V

∂λ∂ϕ
≈ GM

r

L∑
n=0

(
R

r

)n n∑
m=0

−m(c̄nm sin mλ − s̄nm cos mλ)P̄ ′
nm(sin ϕ)

∂2V

∂λ∂r
≈ GM

r2

L∑
n=0

(n + 1)
(

R

r

)n n∑
m=0

m(c̄nm sin mλ − s̄nm cos mλ)P̄nm(sin ϕ)

∂2V

∂ϕ∂r
≈ GM

r2

L∑
n=0

−(n + 1)
(

R

r

)n n∑
m=0

(c̄nm cos mλ + s̄nm sin mλ)P̄ ′
nm(sin ϕ).

(B.4)

The term RLNOF→GRF in Eq. (B.1) denotes the rotation matrix from the
LNOF into GRF:

RLNOF→GRF = RLNOF→TRFRTRF→CRFRCRF→GRF. (B.5)

The first two rotation matrices in the right-hand side of this equation, namely,
RLNOF→TRF and RTRF→CRF, are already addressed in Appendix A. The last
one, namely, RCRF→GRF, offers frame transformation from the CRF into the
GRF. This matrix can be computed from the quaternions provided by the
GOCE attitude determination system.
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Samenvatting

Het modeleren van het statische en tijdsvariabele aardse
zwaartekrachtveld op basis van een combinatie van GRACE en
GOCE data De belangrijkste focus van dit proefschrift is het op mondi-
ale schaal modeleren van het statische en tijdsvariabele deel van het aardse
zwaartekrachtveld op basis van data afkomstig van de Gravity Recovery And
Climate Experiment (GRACE) en de Gravity field and de steady-state Ocean
Circulation Explorer (GOCE) satellietmissies. Daarnaast wordt een nieuwe
methode voorgesteld voor het valideren van mondiale zwaartekrachtveldmod-
ellen. Verder is de toegevoegde waarde van GOCE data op de bepaling van
het statische en tijdsvariabele zwaartekrachtveld vastgesteld. Ten laatste is
de laagfrequente ruis in van GRACE K-band ranging (KBR) data afgeleide
waarnemingen bestudeerd en is een nieuwe manier voorgesteld hoe met deze
ruis om te gaan.

Modelering van het mondiale statische zwaartekrachtveld op
basis van GRACE/GOCE: DGM-1S Een nieuw mondiaal statisch
zwaartekrachtveldmodel met de naam DGM-1S (Delft Gravity Model, re-
lease 1, Satellite-only) is berekend uit een statistisch optimale combinatie
van GRACE en GOCE data. Het model is gebaseerd op bijna zeven jaren
GRACE KBR data, vier jaren kinematische banen van de GRACE satelli-
eten, 14 maanden kinematische banen van de GOCE satelliet en 10 maan-
den GOCE Satelliet Gravity Gradiometry (SGG) data. De kinematische
baan en KBR data zijn verwerkt met behulp van een variant op de ver-
snellingenmethode, waarin deze data door middel van een 3-punt differen-
tiatie zijn getransformeerd in respectievelijk “driedimensionale (3-D) gemid-
delde versnellingsvectoren” en “afstandscombinaties” (≈ versnellingen tussen
beide satellieten). Zwaartekrachtgradiënten zijn verwerkt in het referenties-
telsel van het instrument. Stochastische modellen van de ruis in de data zijn
berekend met een auto-regressive moving-average (ARMA) proces. Het ge-
bruik van ARMA modellen garandeert (i) dat gekleurde ruis in de data op de
juiste manier wordt meegenomen en (ii) dat alle data in statistisch optimale
zin worden gecombineerd. DGM-1S is berekend tot sferisch harmonische graad
250, waarbij Kaula regularisatie is toegepast voor de coëfficiënten van graad
180 en hoger. Uit onze resultaten volgt (a) dat het gebruik van de GOCE kine-
matische banen niet tot een beter statisch zwaartekrachtveldmodel leidt als
GRACE data en GOCE zwaartekrachtgradiënten ook worden meegenomen
en (b) dat de bijdrage van de GOCE zwaartekrachtgradiënten zich in een
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gecombineerd GRACE/GOCE model manifesteert boven graad 150. Ter val-
idatie zijn de DGM-1S, GOCO01S, EIGEN-6S (alleen het statische deel) en
de GOCO02S geoïde modellen gebruikt om modellen van de gemiddelde dy-
namische zee topografie te berekenen door ze af te trekken van het DNSC08
model van het gemiddelde zeeniveau. De resulterende modellen zijn vergeleken
met het state-of-the-art CNES-CLS09 model van de gemiddelde dynamische
zee topografie. Het model berekent met behulp van DGM-1S komt hier het
beste mee overeen. Verder suggereren de resultaten dat de GRACE/GOCE
modellen die uitsluitend gebaseerd zijn op satellietdata, boven graad 200 wor-
den beïnvloed door een relatief sterke, hoogfrequente ruis. Daarnaast laten de
tests zien dat er nog steeds problemen zijn met deze modellen in de Pacifische
oceaan, waar aanzienlijke afwijkingen met EGM2008 zijn gedetecteerd.

Validatie van mondiale zwaartekrachtveldmodellen: kwantificatie
van de toegevoegde waarde van GOCE en een onderzoek naar de op-
timaliteit van de datacombinatie in modellen die zijn berekend met
oppervlakte data De mate waarin satellietgravimetrie data geschikt is voor
het valideren van mondiale modellen van het statische zwaartekrachtveld is on-
derzocht. Twee typen van data zijn voor de controle gebruikt: GRACE KBR
data en GOCE zwaartekrachtgradiënten. De validatie is gebaseerd op een anal-
yse van de verschillen tussen de waargenomen data en data gesynthetiseerd uit
verschillende modellen waaronder het te valideren statische zwaartekrachtveld-
model. De methode is toegepast op acht modellen: EGM2008 (afgebroken bij
graad 250), EIGEN-6C (alleen het statische deel en afgebroken bij graad 250),
twee modellen uitsluitend gebaseerd op GRACE data (ITG-Grace03 en ITG-
Grace2010s) en vier GRACE/GOCE modellen: GOCO01S, EIGEN-6S (alleen
het statische deel), GOCO02S en DGM-1S. De validatie laat zien dat beide
datatypen verschillen in de modelperformance waarneembaar maken, ondanks
de veel kortere tijdsintervallen die de controle datasets bestrijken vergeleken
met de tijdsintervallen van de datasets die zijn gebruikt in de berekening van
de modellen. De KBR en SGG controle data laten voor EGM2008 relatief
hoge onnauwkeurigheden zien in respectievelijk het frequentiebereik van 5 –
22 mHz (27 – 120 cycles-per-revolution, cpr) en het frequentiebereik van 10 –
28 mHz (54 – 150 cpr). De SGG dataset laat ook onnauwkeurigheden in het
frequentiebereik van 25 – 37 mHz (135 – 200 cpr) zien van ITG-Grace2010s.
De validatie in het ruimtedomein laat zien dat de performance van EGM2008
minder is dan die van de GRACE/GOCE modellen. Het kwadratisch gemid-
delde van de verschillen (RMS) tussen de waargenomen en de uit modellen
afgeleide zz componenten van de zwaartekrachtgradiënten laten een verschil
van 76 – 83 % in performance zien in de continentale gebieden waar nauwelijks
terrestrische zwaartekrachtdata voorhanden is (de Himalaya’s, Zuid-Amerika
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en Equatoriaal Afrika). Dit verschil wordt grotendeels verklaard door een
informatieverlies van ITG-Grace03 toen in de berekening van EGM2008 dit
model werd gecombineerd met terrestrische zwaartekrachtdata/satelliet al-
timetrie data. Verder zijn de ontdekte verschillen in performance 4 – 16 % in de
continentale gebieden die een goede dekking hebben met deze data (Australië,
Noord-Eurazië en Noord-Amerika) en 11 % in de oceanen. Deze verschillen
zijn gerelateerd aan de toegevoegde waarde van de GOCE missie in het bepalen
van het statische zwaartekrachtveld. Het is aangetoond dat EIGEN-6C ook
informatie verliest op het moment dat alle data gecombineerd worden, maar
wel in een mindere mate. In Zuid-Amerika, bijvoorbeeld, doet dit model het
slechts 12 % slechter dan zijn tegenhanger EIGEN-6S dat berekend is op ba-
sis van uitsluitend satelliet data. De GRACE/GOCE modellen hebben in de
continentale gebieden waar nauwelijks terrestrische metingen beschikbaar zijn
een 23 – 36 % hogere nauwkeurigheid dan ITG-Grace2010s, wat is toegek-
end aan de toegevoegde waarde van de GOCE missie. We laten zien dat de
gekwantificeerde toegevoegde waarde nagenoeg geheel zit in de coëfficiënten
beneden graad 200. DGM-1S en GOCO02S laten bijna dezelfde performance
zien ten opzichte van de GOCE controle zwaartekrachtgradiënten, niettegen-
staande dat het eerste model een iets betere overeenkomst heeft met de KBR
controle data. Beide modellen komen beter met beide typen controle data
overeen dan EIGEN-6S.

Bepaling van de toegevoegde waarde van de GOCE missie voor
de modelering van het tijdsvariabele zwaartekrachtveld Temporele
zwaartekrachtveldvariaties afgeleid uit KBR data lijden onder anderen aan
een beperkte ruimtelijke resolutie en een relatief lage nauwkeurigheid van de
oost-west componenten. Ik heb onderzocht of het bepalen van deze variaties
kan worden verbeterd door ook GOCE data te gebruiken. Om dit te onder-
zoeken heb ik maandelijkse oplossingen tot graad 120 berekend (i) uit alleen
KBR data en (ii) door middel van een statistisch optimale combinatie van
KBR data met GOCE kinematische banen en zwaartekrachtsgradiënten. De
impact van de GOCE data is geanalyseerd voor de ongefilterde oplossingen en
de oplossingen verkregen na optimale anisotrope filtering. De impact in deze
twee gevallen is totaal verschillend. In het geval van de ongefilterde oplossin-
gen reduceert het toevoegen van GOCE data de ruis 1 – 2 ordes van grootte.
Ik laat echter zien dat deze reductie een stabilisatie-effect is en niet is bepaald
door het informatiegehalte van de GOCE data. Voor de gefilterde oplossin-
gen blijft de impact in termen van gelijkwaardige water hoogten gemiddeld
genomen op sub-millimeter niveau. Maximaal is de impact 1 cm. Dit geldt
zowel voor de gecombineerde impact van de GOCE kinematische banen en
de GOCE zwaartekrachtgradiënten als voor de impact van deze datatypen
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afzonderlijk. De relatieve impact is niet groter dan 5 – 7 % van de sig-
naalamplitude, omdat de impact altijd zichtbaar is op de locaties waar het
tijdsvariabele zwaartekrachtsignaal sterk is. Niettemin zie ik er niet van af
te concluderen dat de toegevoegde waarde van GOCE data voor het bepalen
van temporale zwaartekrachtveldveranderingen altijd verwaarloosbaar is. En
aantal scenario’s zijn besproken waarin de impact van GOCE data groter zou
kunnen zijn dan is gekwantificeerd in deze situatie.

Modelering van tijdvariaties in het mondiale zwaartekrachtveld:
DMT-2 Het Delft Mass Transport model, release 2 (DMT-2) is net als zijn
voorganger (DMT-1) berekend uit GRACE KBR data. Het model bestaat
uit een tijdreeks van 94 maandelijkse oplossingen (februari 2003 – decem-
ber 2010). Elke oplossing (ongefilterd en gefilterd) bestaat uit sferisch har-
monische coëfficiënten tot graad 120 en is uitgedrukt ten opzichte van DGM-
1S. De verbeteringen toegepast in de berekening van dit model ten opzichte
van zijn voorganger DMT-1 zijn: (i) een verbeterde schatting en eliminatie
van de laagfrequente ruis in de residuele afstandscombinaties, zodat sterke
massatransport signalen niet worden gedempt, (ii) een verbeterde frequentie-
afhankelijke weging van de data waardoor het mogelijk is om oplossingen te
berekenen die statistisch optimaal zijn, (iii) het gebruik van release 2 van
de GRACE leve-1B data, (iv) het gebruik van een recent berekend, a priori
statisch zwaartekrachtveldmodel, namelijk DGM-1S, (v) het gebruik van re-
lease 5 van het AOD1B model van niet-getijde massaherverdeling in de atmos-
feer en de oceanen, (vi) het gebruik van het recent berekende oceaan getijmodel
EOT11a, (vii) een verbeterde kalibratie van de versnellingsmeters die zich in
de GRACE satellieten bevinden. Het is aangetoond dat DMT-2 zijn voor-
ganger ver achter zich laat in termen van ruimtelijke resolutie, wat bewezen is
veroorzaakt te zijn door de geavanceerdere frequentie-afhankelijke weging van
de data. Verder is het bevestigd dat het gebruik van release 2 van de GRACE
level-1B data leidt tot een eliminatie van de artefacten in oost-west richting.
Ten laatste laten we zien dat voor de maandelijkse zwaartekrachtveldmodel-
lering de keuze van een maximale sferisch harmonische graad lager dan 120
kan leiden tot een onderschatting van de signaalamplitude en de aanwezigheid
van het zogenoemde “Gibbs” fenomeen in de buurt van gebieden waar sterke
massavariaties optreden. Echter, de hoge ruimtelijke resolutie van modellen
berekent tot graad 120 kan bijna volledig worden toegekend aan de optimale fil-
tering en is niet te danken aan het informatiegehalte in de ongefilterde sferisch
harmonische coëfficiënten.

De bijdragen in dit proefschrift De belangrijkste bijdragen van dit proef-
schrift zijn:
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1. Berekening van een nieuw mondiaal zwaartekrachtveldmodel met een
competitieve kwaliteit.

2. Ontwikkeling van een nieuwe methode om mondiale statische
zwaartekrachtveldmodellen te valideren.

3. Het kwantificeren van de toegevoegde waarde van de GOCE missie aan
het modeleren van het statische en tijdsvariabele zwaartekrachtveld.

4. Onderzoeken in hoeverre de combinatie van data in modellen die zijn
berekend op basis van zowel satelliet gravimetrie en oppervlakte data
optimaal is. Dit baant de weg voor de ontwikkeling van betere strate-
gieën om satelliet en oppervlakte gravimetrische data met elkaar te com-
bineren in het berekenen van toekomstige modellen.

5. Berekening van een nieuw model van de tijdvariaties in het
zwaartekrachtveld uit GRACE data, DMT-2.

6. Het laten zien van het belang van een nauwkeurige berekening, en het
op de juiste manier benutten van statistische modellen van de ruis in
satelliet gravimetrie data in de context van modellering van het mondiale
zwaartekrachtveld.

7. Het achterhalen van de oorsprong van de laagfrequente ruis in GRACE
KBR data en het voorstellen van een nieuwe manier om hiermee om te
gaan.
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